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Abstract

This paper explores the use of a run-time system to recognize task parallelism within a C++ array class library. Run-time systems currently support data parallelism in P++, FORTRAN 90 D, and High Performance FORTRAN. But data parallelism is insufficient for many applications, including adaptive mesh refinement. Without access to both data and task parallelism such applications exhibit several orders of magnitude more message passing and poor performance [11]. In this work, a C++ array class library is used to implement deferred evaluation and run-time dependence for task parallelism recognition, to obtain task parallelism through a data flow interpretation of data parallel array statements. Performance results show that the analysis and optimizations are both efficient and practical, allowing us to consider more substantial optimizations.

1 Introduction

The use of the C++ object-oriented language permits simplified prototyping of language features. Previous work on array class libraries supported the requirements of software development for parallel numerical applications [12]. A specific target for this work has been parallel adaptive mesh refinement. Such applications use multiple grids to enhance the solution of partial differential equations.

P++ [3] is a data parallel array class library having the same interface as the commercially available serial array class library M++ [1]. But many applications include both data and task parallelism. Specifically, research on the parallel solution of partial differential equations using adaptive meshes and composite grids (see Figure 1) has provided new algorithms necessitating task parallelism (the Asynchronous Fast Adaptive Composite Grid Solver AFAC and in the improved variant AFACx [18]). The requirements of a data parallel language include a run-time system, since the distribution of data is unknown to the compiler until run-time and must be allowed to change dynamically (allowing only static partitioning of predefined data can permit the exclusion of the run-time system).

The combined task and data parallelism present in AFAC, AFACx, and other algorithms are not easily exploited in the development of parallel applications. The development of parallel software is a general problem which is greatly complicated by the use of increasingly complex numerical algorithms for large scale numerical computation. An additional complexity is the often redundant implementation of numerical codes required onto different computer architectures coupled with the relatively short useful lifetimes of such parallel machines. The use of proposed data parallel languages such as HPF only partly address such require-
ments, since they are restricted to providing simplified access to only data parallelism, and often, both data and task parallelism must be exploited.

The A++ serial array class library, written in C++, defines the serial array interface which the P++ uses and is portable. P++ is a parallel array class library which restricts itself to a data parallel programming environment. But P++ as a C++ class library is simplified in its construction and allows significant modifications to be implemented experimentally. We report on the modification of the A++ serial array class library to include the recognition of task parallelism, preliminary to its incorporation into P++. This paper contains a description of the problems associated with task parallelism recognition for adaptive mesh refinement applications and describes the performance of recognizing task parallelism in a data parallel array class library.

The serial array class library acts as the interface to an architecture independent environment for parallel applications that can exploit both data and task parallelism at run-time. The use of the C++ class library P++ for run-time support of data parallelism was previously detailed in [11]. By itself, data parallelism is insufficient for applications such as adaptive mesh refinement. To support an architecture independent environment and because task parallelism cannot readily be recognized at compile time, task parallelism is supported at run-time. Specifically, execution of the array statements is deferred, for later evaluation. The user specifies a block of array code for which a list of array expressions is formed. This list is analyzed at run-time using dependence analysis, and the resulting information is used to partition the execution list into isolated tasks. The deferred evaluation, dependence analysis, and task separation are shown in Section 5 to be efficient.

Section 2 introduces both the A++ serial array class library and the P++ parallel array class library, and defines the important restrictions of the P+/A++ array interface that permit the efficient recognition of task parallelism. Section 3 motivates our requirement for task parallelism using the adaptive mesh refinement example. Section 4 details the methods used to recognize parallel tasks within serial code. Section 5 presents performance results. Section 6 describes some of the future directions of this work. Finally in Section 7 we present some conclusions from this work.

2 C++ Array Class Libraries

The ability to build C++ class libraries provides simplified access to the development of alternative and specialized languages. Our class library development has been motivated by our research on parallel numerical methods for adaptive mesh refinement. The complexities of software development for such applications have been greatly simplified by the use of the object-oriented C++ language (see [11],[12],[13]).

In [11], C++ was used to develop two class libraries to separate the issues of parallel adaptive mesh refinement into those of parallelism and adaptive mesh refinement. The P++ parallel array class library simplifies the development of codes for parallel execution of numerical applications that were developed for the serial environment using the M++ array class library. The AMR++ adaptive mesh refinement class library abstracted the requirements of general adaptive mesh refinement from the development of adaptive mesh refinement applications. The AMR++ class library is implemented using M++. To obtain the parallel adaptive mesh refinement application, the serial adaptive mesh refinement class library is recompiled with the parallel array class library. This software development strategy has permitted us to develop parallel adaptive mesh refinement software with much greater complexity than conventionally developed parallel adaptive mesh refinement applications ([13],[13]) with explicit data partitioning and an explicit message passing model.

More recent work replaces the use of M++ with a higher performance serial array class library A++. A++ was designed for portability, greater efficiency, and combined use with Fortran.

2.1 A++ Serial Array Class

A++ is a serial array class library intended for use on either serial machines or single processors of parallel distributed memory architectures. It is implemented in two layers, a machine independent layer in C++ and a machine dependent layer in any language suitable for the target machine \(^2\). A++ is designed for both high efficiency and portability. Machine dependent layers have been implemented on the Cray, CM-5, and SUN Sparc permitting A++'s use on these architectures.

A++ provides arrays of from one to four dimensions. Array operators and functions operate on the

\(^2\)The target machine must have a C++ compiler and the machine dependent interface must be linkable to C code.
arrays independently of the array dimension. The syntax associated with the manipulation of the arrays is very similar to FORTRAN 90 array extensions. A++ represents arrays as objects, specifically arrays of double, float, and integer. Each type of array is defined as a class; each class overloads the standard arithmetic and relational operators. Additional functions overload the standard math library functions, such as \texttt{sqrt()} and \texttt{cos()}, and so provide equivalent operations for array objects.

A++ additionally provides indexing objects that can be used with overloaded parentheses operators. The indexing objects have their own overloaded operators, as in the index manipulation required in finite difference stencils. Index objects represent the position, count, and stride associated with a view of an array object, similar to FORTRAN 90 triplets. A++ currently implements only constant stride index objects for use with structured grids. Figure 2.2 shows a simple example of the use of the A++ array class.

To handle conditional statements A++ provides a \texttt{where} construct (including \texttt{elsewhere} support). The \texttt{where} support provides a suitable interface for serial or parallel support, though \texttt{where} support has not been added to P++ yet.

### 2.2 P++ Parallel Array Class Library

P++ is a parallel array class library that uses A++ internally for all array manipulations. It implements the identical array interface, but permits array objects to be distributed across arbitrary collections of processors; array operations then introduce message passing to properly execute each distributed array statement. Control over partitioning is handled by an optimization manager class which is common to both the A++ and P++ class libraries. Default partitioning is to distribute the last dimension of each multidimensional array object over all the available processors. Use of a default partitioning provides a simplified strategy to obtain efficient performance from the user's recompiled application using P++ in place of A++.

P++ provides an SPMD data parallel execution of the user's serial array application. The user's application code consisting of array operations (or non-distributed scalar operations executed on each processor) is executed correctly regardless of the distribution of the data. Optimization of the distribution of the array objects is one method by which the user can optimize parallel performance. P++ also manages all message passing required for the correct execution of the overloaded array operation. Message passing is interpreted at run-time since only at run-time is the data distribution in a dynamic application known.

The interpretation of the message passing required for correct execution of the array statements is done in one of two ways depending on the degree of alignment of the array object operands for each array operation. Details of the run-time message passing models are contained in [11]. In each statement and for every partitioning of the operand's data, the message passing introduced by P++ is optimal. Deferred evaluation accumulates array operations over large sections of user code. It is expected to provide the mechanism to perform optimal message scheduling over small collections of array statements. The current interpretation looks at each array statement individually and optimizes the message passing for that statement.

Example 2.2 shows the use of P++ with the default partitioning. The code is compiled using A++ for the serial environment and with P++ for the distributed memory environment.

### 2.3 Restrictions on A++/P++ interface

The A++/P++ interface is similar to the FORTRAN 90 array interface, except that indexing triplets are simplified to index objects. Fundamental to the array interface is that the right-hand side operations are evaluated before any assignment to the left-hand side. This restriction is key to the parallelization of the A++/P++ array statements since the user has provided the parallelism for P++ to exploit. Since the exploitation of the data parallelism is both architecture dependent and complicated, P++ addresses these particular points, providing a simple development environment that is architecture independent.

The greatest efficiency in A++/P++ comes from the manipulation of the arrays using the array operations. The use of scalar indexing is not expected to be very efficient. However, using C++ compilers with more aggressive optimizations permits the equivalent performance of explicit indexing in FORTRAN and C using conventional array and loop construction. P++ at present does not support a message passing interpretation of scalar indexing.

### 3 Motivation for Task Parallelism

We separate parallel software support into two broad categories, data parallelism (e.g., HPF, FORTRAN 90 D, and current P++ work) and task parallelism (e.g., CC++ [5]). Among numerical solution methods for partial differential equations, applications


```c
#include "header.h"

#define PPP
#define doublearray double VSG_Array
#define Index VSG_Index

void Hyper(Index I, double T_Step, double array & F, doublearray & U_NEW, doublearray & U_OLD)
{
    // array expression:
    F = (U_OLD * U_OLD) / 2;
    // scalar expression:
    U_NEW(I) = U_OLD(I) - T_Step * (F(I+1) - F(I));
    // indexed array expression:
    U_NEW(I) = 0.5 * (U_OLD(I) + U_NEW(I)) - 0.5 * T_Step * (F(I) - F(I-1));
}

void main()
{
    int N;
    double T_Step;
    scanf(&N, &T_Step);
    doublearray U_OLD(N, N), U_NEW(N, N), F(N, N);
    // Setup data:
    int InteriorStartPosition = 1;
    int InteriorCount = N/2;
    int InteriorStride = 1;

    Index Interior(InteriorStartPosition, InteriorCount, InteriorStride);
    Hyper(Interior, T_Step, F, U_NEW, U_OLD);
}
```

Figure 2: C++/A++/P++ example code: MacCormack (Hyperbolic) Scheme.

Using a single grid (i.e., a single set of arrays to represent a grid on which finite difference equations are solved) benefit most from data parallel language implementations.

Adaptive mesh refinement combines the use of multiple grids (e.g., a global grid and many local refinement grids, see Figure 1). Research on parallel numerical algorithms for such adaptive meshes [13] has developed methods that permit the asynchronous processing of the local refinement grid in the adaptive meshes (composite grids). Although each grid may be solved using data parallel operations, the ordering of the data parallel processing of each grid using a data parallel language remains sequential. Using only data parallelism, the performance of this approach is especially degraded when, because of the numerical algorithms, each grid is distributed over a restricted set of processors as in Figure 3. In this specific example, each of the grids that form the composite grid could be solved in parallel; the data parallel processing of the grids can be performed in parallel as well.

Figure 3 shows the partitioning of 2 grids across 2 processors (A and B). This partitioning, and the analogous extension to more grids and more processors, is the most efficient one for the solution of an elliptic application on the related composite grid problem using the AFAC or AFACx algorithm [10]. The motivation for task parallelism in our current approach to adaptive mesh refinement stems from the inefficiency associated with data parallel execution of this example. Since the data parallel execution of solvers on each grid would require a sequential processing of each grid, data parallelism on each grid would be advantageous only if each grid were partitioned uniformly onto the multiprocessor system. But such a partitioning is inefficient since the amount of work on each grid can not offset the cost of the parallel overhead of the message passing. Knowledge of the task parallelism in the solution process allows any partitioning of the collection of grids, in particular the distribution in Figure 3 shown to be most efficient (see [10]).

The specification of explicit task parallelism by the user interferes with the goal of architecture independence in the development of the application code. We show in this paper that the use of an array syntax and a run-time system provides the basis for the recognition of task parallelism in the user's application code developed for the serial environment.

3.1 Why a Run-Time System

For performance reasons, run-time systems are avoided whenever possible. However, there continue to be significant analyses that one would like a compiler to do that either can not be done to an acceptable degree of precision or can not be done efficiently.

3The number of messages required for solution in such a partitioning is several orders of magnitude higher using a uniform partitioning of each grid.
Many of the problems that one would like a compiler to solve are undecidable. For others, decisions made by the program at run-time determine the solution to the problem, making it impossible for a compiler to provide a precise solution. Compilers must err on the side of conservatism to ensure the correctness of the compiled code.

Another important issue about compiler capabilities is that a compiler must account for the semantics of the entire language. In languages such as C and C++, which include pointers and objects, the level of analysis possible is quite low, since pointers allow very general reference patterns and objects generally prevent the compiler from obtaining the level of information necessary to perform even basic optimizations. The array class library, however, imposes restrictions on how array objects can be accessed and manipulated. Thus, the analysis that we perform is much simpler than that which the compiler must do. In addition, we have opportunities for optimizations that are not available to the compiler.

4 Recognition of Task Parallelism

Deferred evaluation provides the mechanism for the recognition of task parallelism. The user specifies the region of deferred evaluations, which bounds the array statements that will be eligible for parallel execution. Under deferred evaluation, a list of the array statements to be executed is formed. We perform run-time dependence analysis, in an extremely efficient manner, to determine which statements can be executed in parallel. Based on these dependences, we combine statements that depend on each other, forming regions consisting of interdependent statements, yielding regions that can be executed in parallel. Each step of the method is outlined below; see Parsons and Quinlan [16] for the details of the algorithms.

Figure 4.3 shows an sample code fragment that implements deferred evaluation for an array of grids, each containing solvers. In this case each solver is independent, and the resulting independent tasks are recognized and executed for each time step. However the construction of the execution object list and its analysis is only done once. The present user interface is sufficient for our use with the AMR++ class library.

4.1 Deferred Evaluation

The first step in the recognition of task parallelism is the accumulation of the statements that will be executed. This step is complicated by the inaccessibility of the program source. It is simplified by the complete knowledge of control flow which is available at run-time. Within an array class, the array object’s member functions are defined so that if deferred evaluation is turned on by the user, the member functions skip the processing of the array data and record the invocation in an execution object.

The purpose of the execution object is to record the array operation invocation. Since many occur and the order is important, they are accumulated in an ordered list. Because of the different number and types of operands that are required for the execution of the functions in the machine dependent interface, there are many different types of execution objects. Each execution object is capable of calling the correct machine dependent functions using the input parameters saved during the construction of that object. Minimal memory is required for the linked list of execution objects; tests of deferred evaluation have easily recorded 50,000+ array operations.

The overhead of deferred evaluation includes more than just the cost of building the linked list of execution objects. This subtle point originally made it unclear whether or not deferred evaluation could be implemented efficiently. However, the results in Section 5 demonstrate that the cost of deferred evaluation represents only a few percent overhead to the normal evaluation of the array objects.

The problem arises when a deferred operation had, as one of its operands, a local variable of a scope different than the scope of the deferred evaluation. The local variable would be constructed during the deferred evaluation and then be destroyed before the execution object executed. Clearly, if the execution object was executed and the operand did not exist, the execution would cause an error. The solution is to use the pointer indirection associated with the array object to extend its lifetime. The signal to extend the lifetime of a local variable is when its destructor is called and deferred evaluation is still turned on.

There are some restrictions on the use of deferred evaluation. The assumption of deferred evaluation is that the control flow is fixed (most conditional operations in the array syntax use the A++ where function). Reduction operators (e.g., min and max operations) return scalar values dependent upon the data, disallowing deferred evaluation.

4.2 Dependence Analysis

To determine which statements can be executed in parallel, we examine the dependences among the statements. Since we are interested in statements only
within the range of deferred evaluation, the control flow is fixed. In this setting, only data dependences exist. In general, a dependence between two statements specifies the relative order in which those statements must be executed for the program to give the right answer. In previous work both by Horwitz et al. [8] and Parsons [14], two different approaches established that any execution order respecting the dependences of a program results in the same outcome for the program.

There are three types of data dependences, shown in Figure 4: flow dependences, output dependences and anti-dependences [9]. Informally, these dependences are defined as follows:

**Flow** There is a flow dependence from statement $A$ to statement $B$ if $A$ assigns a value to some identifier $x$, $B$ uses $x$, and there is some path from $A$ to $B$ in the execution of the program that contains no other assignment to $x$. Thus, statement $A$ computes a value for $x$ that statement $B$ uses.

**Output** There is an output dependence from statement $A$ to statement $B$ if both statements assign a value to some identifier $x$ and there is some path from $A$ to $B$ in the execution of the program that contains no other assignment to $x$.

**Anti** - There is an anti-dependence from statement $A$ to statement $B$ if $A$ uses some identifier $x$, $B$ assigns a value to $x$, and there is some path in the execution of the program from $A$ to $B$ that includes no other assignments to $x$. Thus, statement $A$ uses a value of $x$ that must be fetched before statement $B$ over-writes the value.

The works cited above by Horwitz and Parsons both assume an implicit renaming of identifiers that renders anti-dependences unnecessary. Renaming of scalar identifiers is quite common as an optimization since it reduces the number of dependences. However, when dealing with arrays, renaming requires too much space. Therefore, renaming is not performed and anti-dependences must be considered. There is, however, a relationship between these three types of data dependences. In the absence of control dependences, there is an anti-dependence from statement $A$ to statement $B$ if there is some other statement $C$ such that there is an output dependence from $C$ to $B$ and a flow dependence from $C$ to $A$. For the formal statement of this relationship and its proof, see Parsons and Quinlan [16].

While this relationship does not imply that we can ignore anti-dependences when determining the sequencing of statements $A$, $B$, and $C$, it does imply that we can ignore anti-dependences when determining which statements are independent of one another. It is this property we exploit in the recognition of task parallelism.

### 4.2.1 Recognition of Dependences

Since the deferred evaluation resolves the control flow of the program, dependence analysis is quite simple. The dependence recognition algorithm uses a symbol table to record which statement holds the current assignment for an array object. For each operand reference and assignment, the array object is looked up in this symbol table, yielding the statement number of the output or flow dependence predecessor. Since hash table look-ups are, on average and for a suitably sized hash table, a constant time operation, the dependence recognition pass is linear in the number of array operations deferred.

It is important to recognize the simplifications in dependence analysis that are possible in this special context. Since the statements being considered have no control dependences, each statement can only have one output predecessor and one flow predecessor for each array used to compute the expression. In addition, dependences can only flow forward in the execution object list. As a result, there is no need to consider loop-dependent dependences [15], and we could compute dependences for objects as they are placed in the execution object list. Next, for the initial implementation, we avoid subscript analysis. Therefore, any access to an array is assumed to be dependent on the prior access to that array. Finally, the array class library semantics follows the Fortran-90 semantics, meaning that all operands of a statement are fetched, and then the operations are performed on these fetched objects. Thus, a statement can not be dependent upon itself.

### 4.3 Task Recognition Algorithm

Once the dependences have been recognized, we partition the statements into completely independent task regions. As we are only looking for completely independent regions, the relationship among anti-dependences with output and flow dependences allows
Set_Of_Tasks Task_Set;
for (int T_STEP=0; T_STEP < MAX_T_STEPS; T_STEP++)
{
    // Only turn on deferred evaluation once
    if (Optimization_Mgr::Def_Eval_OFF(Task_Set))
    {
        for (int i=0; i < NUMBER_OF_SOLVERS; i++)
            List_Of_Solvers[i].Solve();
    }
    Task_Set = Optimization_Mgr::Def_Eval_OFF();
    Task_Set.Execute();
}

Figure 5: Example of deferred evaluation on collection of grid solvers.

us to ignore anti-dependences. We use the union-find algorithm presented in Aho et al. [1] to recognize the independent regions. Initially, each object in the execution object list is in the same region as all other objects relating to that statement. We combine regions containing the dependence predecessors of the object being analyzed with the region for that object, examining each object in the execution object list only once. After this pass of the execution object list finishes, the regions represent sets of objects which are interdependent. These regions are the weakly connected components of the dependence relation for the objects. Since objects in different regions are completely independent, these regions can be executed in parallel. To form the task lists, the execution object list is traversed in order once more, with task lists formed based on the region id, maintaining the relative ordering from the execution object list within the regions.

Aho et al. [1] present an amortized analysis of this algorithm showing that for a linear number of union and find operations, this algorithm is nearly linear. Thus, the process of finding the independent tasks from the execution object list is quite efficient, and practical even for small arrays.

5 Results

The principle results we report are for the recognition of task parallelism. To provide perspective on the results, we introduce preliminary performance results for A++ and for deferred evaluation. The A++ code is evaluated on a simple set of array statements to show that the overhead is small compared to the optimal performance potential. The results compare A++ to the equivalent C code. The task parallelism performance results are taken from an example code which simulates the solution of many grids as part of an adaptive mesh refinement application.

5.1 A++

The performance of A++ is characterized in Figure 5.1 using two example array statements on different sized arrays and comparing the execution times to both the equivalent C code and the C code processing one operation at a time. The importance of the second simulation of the array class is to provide a lower bound on the timings for the array class, since the array class is forced by definition to process the array operations one at a time. The advantage for the C code is that hardware registers can be used to accumulate results internal to the loop processing. The array class is at present limited to processing whole vectors for each binary operation one at a time.4

5.2 Adaptive Mesh Refinement Example

In this example code we solve a shock tube problem using a second order Godunov scheme. The solver is called for each grid which is represented by a collection of arrays. Twenty grids are allocated and the solvers are called for each grid. Since the solver on each grid has its own data, the execution of each solver is independent. The purpose of this test is to obtain performance measures of the recognition of this task parallelism. Each solver contains about 160 array statements with approximately 500 array operations. Figure 4.3 shows the example code which solves the separate grids using the present A++ interface for deferred evaluation. Figure 5.4 shows the timings for the code fragment in Figure 4.3.

5.3 Deferred Evaluation

As a platform for optimization, deferred evaluation provides the required control flow and list of operations. Optimizations are then applied to the list of operations. The principle result from this work is that deferred evaluation represents a sufficiently small overhead that it can be practical to use. The performance of deferred analysis is in general independent of the array size; however, within the test code each solver

4Additional simple analysis can be done on the execution objects to combine binary operators into larger aggregate operators and provide improved register utilization for the array class.
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Figure 6: A++ performance timings.

allocates many arrays dynamically and this has a small cost dependent on the array size.

Figure 5.4 shows that the construction of the execution object list is about 33% for length 100 arrays, 7% for length 1000 arrays, and 1% for length 10,000 arrays.

5.4 Recognition of Parallel Tasks

The recognition of task parallelism represents the fastest operation once the list of deferred operations has been built. After the operation list construction the recognition of task parallelism consists of a fixed cost independent of the array size. First, dependence analysis is done on the list of operations. Then the list is separated into independent sets. Finally, the independent sets are executed. Figure 5.4 shows the time required to build the execution object list, perform the dependence analysis, separate the list into independent tasks, and execute the independent tasks.

6 Future Work

The current work is preliminary in nature since deferred evaluation makes many other optimizations possible. Future work will add the deferred evaluation to P++ by making it accessible through A++.

6.1 Semantic Completeness of Dependence Information

Once the dependence information for the execution object list is available, many other optimizations become possible since the objects and the dependences among the objects completely characterize the meaning of the program. Taken together, the different dependences characterize the flow of data, the utilization of memory resources, the patterns of memory utilization, the sequencing constraints, and many other facets of the performance of a program. The information requirements of many optimizations can easily be stated in terms of dependences. The specific program text is not needed to perform optimizations, nor is it necessary to perform optimizations on program text. Instead, these optimizations can alter the execution object list and the dependences between these objects. This dynamic use of dependence information provides an opportunity to exploit information only
available at run-time to improve the performance of the program.

6.2 Future Optimizations

The purpose of this work has been to show that deferred evaluation is not an expensive sort of operation in an array class library. The advantages are in the sophisticated optimizations that are made possible once deferred evaluation is used. Specifically the optimizations come in three areas: optimization over large sets of array statements (100 - 1,000,000+) for recognition of independent parallel tasks, thus exploiting task parallelism in code developed for the serial environment; optimization over medium sized sets of array statements (approx. 10-100) for optimized message scheduling in the distributed memory environment; and optimization over small sets of array statements (1-10) for optimized temporary handling across statements, for chaining of operations on vector architectures, and for improved register utilization within low-level array operations.

6.3 Compiler and Language Implications

While the system in its current form is quite useful in applications such as adaptive mesh refinement, additional work on the techniques will make it more widely applicable. There are several questions that should be considered in this regard: What information could the run-time analysis exploit that could be provided by a compiler? What features of this technique could be incorporated into a sub-language? Could this technique be improved by using a compiler and/or pre-processor specifically designed for this sub-language?

The last two questions provide two avenues that we plan to explore immediately. There are restrictions placed on the range of deferred evaluation that result directly from the implementation of these features within a C++ array class library. Deferred evaluation is currently not possible for scalar statements since the class library is not invoked in this context. Thus, there are many instances where deferred evaluation could be useful but it can not be exploited. If instead, we had some language support for these mechanisms, restrictions like these could be lifted or at least lessened. This area is one we plan to address with colleagues working in the area of building C++ compilation systems targeted towards scientific computation.

7 Conclusions

The purpose of this work has been to show that deferred evaluation, run-time dependence analysis and task recognition are not expensive operations in an efficient array class library. The work has been done in A++ as a proof of the concept, and to demonstrate what will be added to P++, permitting P++ to exploit both data and task parallelism and allowing the run-time system to search for the task parallelism in the user's serial application code.

The deferred evaluation pays for itself even in a serial environment, although the difference is small. Deferred evaluation even on large arrays costs very little (approximately 2-5% of the cost of a single execution of the equivalent code). The execution of the deferred evaluation list of operations is about 7% less expensive than the equivalent array class operations and recoups most of the approximately 10% overhead of the array operations.

The cost of the dependence analysis and the separation of the deferred evaluation list of operations into independent tasks is sufficiently small as to be less that 1% of the cost of the single time step for array length 1000. Given the fixed cost of such analysis, which is also independent of the number of time steps, additional analysis could be easily done without significant cost.

Having shown that deferred evaluation can be done with only a few percent overhead and that the overhead can be quickly recouped in the subsequent repeated execution of the execution object list, we expect significant opportunities for much more complex optimizations such as memory hierarchy management for RISC microprocessors increasingly found in current lines of parallel computers.
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