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Abstract—this computational simulation study presents an innovative approach for structural damage detection in “smart” civil infrastructure systems. The proposed approach is predicated upon the utilization of the compressed data stored in memory chips of a newly developed self-powered wireless sensor. An efficient data interpretation system, integrating aspects of the finite element method (FEM) and probabilistic neural networks (PNN) based on Bayesian decision theory, is developed for damage detection. Several features extracted from the cumulative limited static strain data are used as damage indicator variables. The efficiency of the method is tested and evaluated for the complicated case of a bridge gusset plate. The gusset plate structure is analysed via 3D FE models. A general scheme is presented for finding the optimal number of data acquisition points (sensors) on the structure and the associated optimal locations, taking into account the influence of sensor sparsity and the level of data corruption due to noise.
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I. INTRODUCTION

In the last decade, significant attention has been devoted to the utilization of new sensing technologies for structural health monitoring (SHM). A major drawback of using traditional wired sensors pertains to the difficulties in deploying and maintaining the associated wiring system. To cope with these limitations, wireless sensor networks (WSNs) are increasingly utilized as alternatives to traditional structural engineering monitoring systems. Dense arrays of low-cost smart wireless sensors can offer useful data about the associated structural deterioration. However, a major concern for the application of wireless sensors is about their power supply. Harvesting ambient energy seems to be an attractive solution for tackling this issue [1]. Energy harvesting relies on the possibility of converting mechanical energy into electrical energy [2]. Recently, the authors have developed a new class of self-powered wireless sensors (SWS) [3]. The developed SWS is a small size battery-less sensor. The prototype of this miniaturized strain-sensor is shown in Fig. 1. This unique sensor is based on the integration of the piezoelectric (PZT) transducers with an array of ultra-low power floating gate computational circuits [4]. This sensor has a series of memory cells that store the load history profiles transferred to an accompanying data logger system as a voltage signal through the piezoelectric effect. Each of the memory cells records events at a specific preset level. The output is reported in the form of a histogram where each bin represents the cumulative time of occurrences at a predetermined load level.

Fig. 1. The prototype of the SWS system.

This study presents a new methodology for structural damage detection based on the simulation of the SWS data. The proposed approach uses features extracted from the cumulative time strain distributions at preselected discrete levels. In order to analyze the cumulative static strain data, a hybrid method involving probabilistic neural networks (PNN) and FE is proposed. PNN is a neural network implementation of the well-established Bayesian classifier method [5]. The FE model of a gusset plate with complex (and realistic) geometry components is used as a representative model of real structures for the proposed method verification.
II. THE PROPOSED METHODOLOGY

As discussed above, the new smart SWS made at MSU is capable of continuously monitoring local strains within the host structure. These sensors have a series of memory cells that cumulatively store the duration of strain events, at a preselected level of discretization. They measure the duration of events when the amplitude of the input signal, coming from the piezo, exceeds different thresholds. At a constant loading frequency, the sensor output is the cumulative histogram of the loading strain distribution. Figure 2 presents a schematic representation of the level crossing cumulative time counting implemented by the developed SWS.

![Figure 2. The level-crossing cumulative time counting implemented by the SWS](image)

With a Gaussian distributed load, the sensor output is the summation of the cumulative time strain distributions. Since the summation of Gaussian distributions has itself a Gaussian distribution, this study rationally assumes that the sensor output can be characterized by the following cumulative density function (CDF):

\[
F(\varepsilon) = \frac{\alpha}{2} \left[ 1 - erf \left( \frac{\varepsilon - \mu}{\sigma \sqrt{2}} \right) \right] \tag{1}
\]

where
- \( \mu \): Mean of the strain distribution
- \( \sigma \): Standard deviation that accounts for the load and frequency variability
- \( \alpha \): Total cumulative time of the measured strain.

On the basis of previous research [4], \( \mu \) and \( \sigma \) of the strain distribution can be regarded as good indicators of the damage progression. In fact, \( \mu \) and \( \sigma \) are the only viable tools to define the SWS output data. These parameters can be obtained by a curve fitting of the sensor output distribution collected from the entire memory cells. Consequently, the damage state is logically considered to be a function of \( \mu \) and \( \sigma \). In the present study, the cumulative time of occurrences at predetermined strain levels are determined for each of the sensors. Then, the corresponding \( \mu \) and \( \sigma \) values for each damage scenario were obtained through the fitting of a CDF (Eq. (1)) to the cumulative duration of strain events.

III. CASE EXAMPLE - PERFORMANCE VERIFICATION

A series of FE simulations are conducted to extract the static strain measurements at specified or randomly selected locations. Herein, the structures under consideration are assumed to be linearly elastic and are analyzed as 3D FE models using Abaqus. The input loading type is in the form of half-sine loading. The 3D FE model for the gusset plate is shown in Fig. 3. The load magnitude is taken equal to 10% of the critical loading at the time of bridge collapse [6]. The plate is modeled using three dimensional linear tetrahedral elements (C3D4). The model of the gusset plate consists of about 50000 C3D4 elements corresponding to about 25000 nodes. However, the material and geometry properties used in the model are: \( E = 200000 \text{MPa} \) (Steel ASTM-A36); Poisson Ratio = 0.3; Density = 7800 kg/m\(^3\); Load Frequency = 0.5Hz. The thickness of the gusset plate is 0.5 inch (12.7 mm). The diameter for the data acquisition nodes (potential sensors) is equal to 10 mm. The average of the maximum principle strains at the nodes, within the sensor specified area, is taken as the representative strain value for each sensor. Several sensors are considered for the analysis. The distance between the sensors is taken as 80 mm. Considering the dimension of the plate, 28 and 16 sensors are defined in the horizontal and vertical directions, respectively. Thus, the maximum number of data acquisitions nodes is 28 \( \times \) 16 = 448.

Taking into account the final length of the crack at the plate failure (530 mm) and its direction, fifteen damage states (classes) are defined. The damage is simulated by creating notches of different sizes through a new series of FE analyses. The first damaged case belongs to the initial notch with 10 mm length. The other states are created by adding 20 mm to each side of the initial notch on the direction already detected by extended finite element method (XFEM). For instance, the third damaged class pertains to the notch with an initial length of 10 mm plus...
20 mm on each side, \(10 + 20 + 20 = 60\) mm. Subsequently, the damage classes can be defined by changing the notch size \(a\) as follows: 1: Intact beam \((a = 0\) mm\); 2: \(a = 10\) mm (Initial notch); 3: \(a = 50\) mm; 4: \(a = 90\) mm; 5: \(a = 130\) mm; 6: \(a = 170\) mm; 7: \(a = 210\) mm; 8: \(a = 250\) mm; 9: \(a = 290\) mm; 10: \(a = 330\) mm; 11: \(a = 370\) mm; 12: \(a = 410\) mm; 13: \(a = 450\) mm; 14: \(a = 490\) mm; 15: \(a = 530\) mm; The minimum level of strains needed to be captured by piezoelectric transducers is about 30.00 \(\mu V\). On the other hand, the maximum strain value extracted from the FE simulations of fifteen damage scenarios is about 150 \(\mu V\). Considering a reasonable number of ten strain levels for the gates, the difference between the strain levels is 13.33 \(\mu V\).

The PNN algorithm is used for the damage state. The PNN algorithm adopts a Bayes decision rule. The PNN architecture consists of four layers: (1) input layer, (2) pattern layer, (3) summation layer, and (4) a single-node output layer. In addition to the randomized configuration of the sensors, the organized positioning of the sensors is also considered. A maximum of 224 sensors is taken into account. The analyses are performed with 224, 112, 56, and 28 organized and randomly selected sensors. Different pre-determined configuration schemes with 24, 28, 30, 42, 53, 57, and 64 sensors are also considered to assess the importance of locating the sensors at probable critical regions. Figure 4 shows a schematic representation of the sensor configurations. In this figure, black and red cells represent the sensors. The red cells show the sensors that do not sense damage in all of the damage states. Since such sensors do not record any information, they are excluded from the analyses. The black cells define the active sensors.

It is decided to use both the information provided by one sensor and also the general information supplied by the other sensors in that specific sensor configuration (group of sensors). In this case, even if one sensor does not sense the damage, the group effect will help detect the damage. To tackle this issue, a set of new input parameters are introduced to the formulation of the damage state as follows:

\[
\text{Damage state} = f(X, Y, \mu, \sigma, \mu_D, \sigma_D, \sigma_S, Z_{\mu_1}, Z_{\sigma_1}, Z_{\mu_2}, Z_{\sigma_2})
\]

where,

\[
\mu_D = \frac{\mu}{\mu_{ave}} \quad \text{and} \quad \mu_{ave} \quad \text{is the average of } \mu \text{ of all sensors for a specific damage scenario that } \mu \text{ belongs to.}
\]

\[
\sigma_D = \frac{\sigma}{\sigma_{ave}} \quad \text{and} \quad \sigma_{ave} \quad \text{is the average of } \sigma \text{ of all sensors for a specific damage scenario that } \sigma \text{ belongs to.}
\]

\[
Z_{\mu_1} = \frac{\mu - \mu_{ave}}{\mu_{STD}} \quad \text{and} \quad \mu_{STD} \quad \text{is the standard deviation of } \mu \text{ of all sensors for a specific damage scenario}
\]

\[
Z_{\sigma_1} = \frac{\sigma - \sigma_{ave}}{\sigma_{STD}} \quad \text{and} \quad \sigma_{STD} \quad \text{is the standard deviation of } \sigma \text{ of all sensors for a specific damage scenario}
\]

\[
Z_{\mu_2} = \frac{\mu - \mu_{ave}}{\sigma_{ave}}
\]

\[
Z_{\sigma_2} = \frac{\sigma - \sigma_{ave}}{\sigma_{ave}}
\]

Note that \(Z_{\mu_1}\) and \(Z_{\sigma_1}\) are z-score functions. \(Z_{\mu_2}\) and \(Z_{\sigma_2}\) are functions defined in this study inspired by the form of the conventional z-score function. As can be observed, the considered input variables efficiently take into account the sensor group effect that would improve the detection performance, specifically for low number of sensors. After extensive preliminary runs, it was found that \(X, Y, \mu, \sigma\) cannot be solely used for damage detection. Moreover, among different defined input features, \(Z_{\mu_1}, Z_{\sigma_1}, Z_{\mu_2}, \) and \(Z_{\sigma_2}\) are the most efficient damage indicator variables. Consequently, these four input features are used for detecting the damage states introduced into the gusset plate. The available data for each of the sensor configurations are randomly divided into three calibration (70% of the data), validation (15% of the data), and testing (15% of the data) subsets. For each of the randomized sensor configurations, a number
A Gaussian function is adopted as the window function for the PNN algorithm. The best classification results for different number of sensors are presented in Table 1. In order to have an insight into the area covered by the sensors, the ratio of the area of sensors in each configuration to the area of the plate (Area Ratio) is also shown in Table 1. As shown, the model with 156, 75, 37, and 17 organized sensors have a very good performance on the calibration, validation and testing data. The performance of the models built for 168 and 72 randomly selected sensors is also very satisfying. As expected, the precision of the models decreases with a decreasing number of sensors. However, considering the Area Ratio values, it is seen that even for 168 randomized sensors, only 0.39% of the plate is covered by the sensors (less than 1%). This is indeed a very low rate for achieving such high detection accuracy. On the other hand, for the predetermined configuration schemes, only 64 and 30 sensors provide acceptable results. This indicates that organized and randomized distribution of the sensors can be a more effective strategy for increasing the detection precision. It is worth mentioning that, by decreasing the number of damage classes, the accuracy of the models remarkably increases. For instance, the detection accuracy of the 17 organized sensors for 8 damage classes is equal to 100%, 85% and 90% on the calibration, validation and testing data, respectively. For the 37 active organized sensors, these values are, respectively, equal to 100%, 91% and 86% on the calibration, validation and testing data. Thus, it is possible to reduce the number of sensors and yet have good detection accuracy by decreasing the number of damage classes.

In order to analyze the uncertainties in predictions, the calibration, validation and testing sets are polluted with random noise. The noise pollution verification phase has been done only for the best models shown in Table 1. That is, the models for 156, 75, 37, and 17 organized sensors, 168 and 72 randomly selected sensors, and 64 sensors at specified locations are chosen for the uncertainty analysis. Cases of 5%, 10%, 20%, and 30% noise levels are considered. The PNN algorithm is run for all the chosen combinations. Figure 5 presents the best classification results for different number of sensors with various noise levels for the testing data. Comparing the results shown in Fig. 5, it is seen that increasing the noise level even up to 30% does not significantly influence the

---

Fig. 4. A schematic representation of the sensor configurations for the gusset plate
performance of the models built for 168 and 72 randomly selected sensors. Also, the performance of the models for 156 and 75 organized sensors is acceptable up to about 20% noise level. In all cases, it can be seen that the identification accuracies of the models gradually decrease with the increase of the noise level. Besides, the model for 64 sensors at specified locations has an acceptable accuracy only for 10% noise level.

*The numbers in the parentheses represent the active sensors for each configuration.

**The sensors are located under the notch.

### Table I. The damage detection performance for the gusset plate

<table>
<thead>
<tr>
<th>Number of potential sensors</th>
<th>Damage Detection Performance (%)</th>
<th>Optimal smoothing parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calibration</td>
<td>Validation</td>
</tr>
<tr>
<td><strong>Organized Location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>224 (156*)</td>
<td>100%</td>
<td>87%</td>
</tr>
<tr>
<td>112 (75)</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>56 (37)</td>
<td>99%</td>
<td>66%</td>
</tr>
<tr>
<td>28 (17)</td>
<td>100%</td>
<td>68%</td>
</tr>
<tr>
<td><strong>Randomized Location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>224 (168)</td>
<td>99%</td>
<td>94%</td>
</tr>
<tr>
<td>112 (72)</td>
<td>98%</td>
<td>86%</td>
</tr>
<tr>
<td>56 (37)</td>
<td>99%</td>
<td>46%</td>
</tr>
<tr>
<td>28 (18)</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td><strong>Specified Location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td>28</td>
<td>100%</td>
<td>37%</td>
</tr>
<tr>
<td>42</td>
<td>100%</td>
<td>27%</td>
</tr>
<tr>
<td>53</td>
<td>99%</td>
<td>51%</td>
</tr>
<tr>
<td>57</td>
<td>99%</td>
<td>51%</td>
</tr>
<tr>
<td>64</td>
<td>100%</td>
<td>74%</td>
</tr>
<tr>
<td>30°*</td>
<td>98%</td>
<td>59%</td>
</tr>
</tbody>
</table>

* The numbers in the parentheses represent the active sensors for each configuration.
**The sensors are located under the notch.

Fig. 5. The damage detection accuracy of the best models versus the noise levels for different number of sensors

### IV. CONCLUSIONS

The present study proposes a new approach for structural damage detection in infrastructure systems based on the simulation of the SWS data. A probabilistic method is combined with FE to analyze the cumulative time distributions at preselected discrete strain levels. Various descriptive features are extracted from the cumulative limited compressed static strain data and then input to the PNN models. Based on the results of the beam analysis, the models developed using coordinates of the sensors, μ and σ do not provide good detection accuracy. Also, the precision of the models expectedly decreases with a decreasing number of sensors. Thus, new predictor features (i.e., μ_D, σ_D, μ_S, σ_S, Z_μ1, Z_σ1, Z_μ2, and Z_σ2) are defined that contain the information supplied by all the sensors in each specific sensor configuration. The results indicate that the performance of the models is significantly improved by introducing the sensor group effect, even for a relatively low number of sensors per observation area. Consequently, it is found that μ_D, σ_D, μ_S, σ_S, Z_μ1, Z_σ1, Z_μ2, and Z_σ2 contain useful information for the detection of the damage state in the investigated system. The performance of the method for the gusset plate case is good, especially for higher number of sensors. In order to introduce uncertainty and simulate the performance of real sensors, Gaussian noise is applied to the data. Based on the noise pollution results, the performance of the models remains satisfactory even as the noise level is increased to 20%.
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