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SUMMARY & CONCLUSIONS

This paper presents various models to estimate reliability for a future profile with increased stress using the current observations to develop a model for future reliability. For the foreseeable future the equipment itself will not change, and thus the increase of the load or stress, that the system is exposed to, may decrease reliability and increase maintenance. The model is required to determine the impact of these future profiles. This paper is motivated by an actual application modeling the current and anticipated future reliability of naval aircraft launch and recovery equipment (ALRE). The cycles-to-failure data (CTF) was generated by simulation and serves as the basis in explaining four methods that will be evaluated during 2011-2012.

System reliability models are presented and demonstrated to anticipate system reliability and availability for changing and increasing applied loading distributions. These models are intended for systems whose components are exposed to predictable and quantifiable, but changing loading patterns. In the intended application, the models will be used to estimate the future reliability of naval aircraft catapult and arresting gear when subjected to different air wing compositions. Each air wing usage profile is potentially different, forming a distribution of usage stresses, and this distribution is shifting with time, as aircraft weight and missions change. The current ALRE systems will continue to be used for the foreseeable future and the model is required to predict future performance and to identify the most unreliable components or problems within the existing design.

Weibull distribution models are used in the typical fashion to model component failure times, but the initial Weibull distribution parameters are mathematical functions of the current, known applied stress distributions. These component models are then used within a discrete event simulation model to predict system reliability and availability. After this initial evaluation, models and software normally applied for accelerated life testing applications are used to develop models which have Weibull distribution parameters that are both mathematical functions with usage stress covariates and also mathematical functions of the distribution or variations in the changing applied loading conditions. Four specific modeling approaches are presented, and compared and contrasted based on data requirements, practicality and other criteria. The four modeling approaches involved models and data analysis at the component-level based on (i) linear stress adjusted usage measures in place of time, (ii) nonlinear stress adjusted usage measures in place of time, (iii) Weibull shape parameters modeled using a general log-linear model based on the mean and standard deviation of critical stress measures in a changing environment, and (iv) Weibull shape parameters modeled using a general log-linear model based on the distributional form of critical stress measures in a changing environment. The component models are then assembled into a system model. This methodology is demonstrated and compared on an example system using simulated data. The models collectively provide a practical methodology to use existing failure and usage stress data to predict future reliability based on a changing and increasing loading pattern.

ACROYNYM AND EQUATION NOTATION

CTF = Cycle Time Failure
MLE = Maximum Likelihood Estimator
t = total number of stress cycles
t_i = total number of stress cycles of the i\textsuperscript{th} type
s_i = stress for the i\textsuperscript{th} stress type
s_o = baseline stress
a_j = nonlinear adjustment factor for component j
f(t) = probability density function for cycles-to-failure
β = Weibull shape parameter
η = Weibull scale parameter
η_o = baseline Weibull scale parameter
t = number of usage cycles
μ = average stress
σ = standard deviation of stresses
b_1 = parameter coefficient for mean stress
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The goal of this paper is to model a discrete cyclic loading system with predictable, quantifiable and changing loading patterns. Every usage cycle can be different, due to a different load, pressure or force being applied to the system. Taking this cyclic data and forming a stress distribution only describes past occurrences. However, the future loads on the system are anticipated to be increasing due to changing usage profiles. This creates a shifting stress distribution with time. An example of this shift is depicted in Figure 1.

In this analysis, the existing system is analyzed considering the future stresses. A simulation model is then used to predict the system’s performance and identify the most unreliable components given the changing stresses associated with the new usage profile. Examples of a discrete loading system would be a hydraulic crane that continually lifts different types of weights or a washing machine or planes landing on a runway. The discrete loads determine the stresses and a cycle must be clearly defined. Once the system and cycle are identified, the effects of the future stress must be determined. An example of this problem would be if a crane, which continually lifts 200 lbs, 400 lbs, and 600 lbs boxes of cargo, would now only lift the 400 lbs and 600 lbs boxes of cargo due to the elimination of the 200 lbs box.

1.1 Literature Review

A review of research concerning failure time distribution parameters impacted by loading and life conditions have revealed that concentrating on failure time or cycles-to-failure alone might not be a correct or informative approach to the problem. The conventional method is to create a life distribution from field or test data. Alternatively, Wang et al (1) implements a failure model that specifically takes load applications as a parameter. They approach this by applying randomized loads to a component. This cyclic load is then classified as either a load that weakens the strength or has no effect. The respective reliabilities of the components are then calculated under both circumstances laying the foundation for a failure rate model.

Wang et al (2) takes into account the frequency of loading in failure distributions. There are other similar papers dealing with system reliability and failure rate modeling such as He et al (3), and Cazuguel et al (4).

2 COMPONENT RELIABILITY MODELS CONSIDERING STRESS CYCLE DISTRIBUTION

2.1 Baseline Model Without Load Adjustment

A system consists of many constituent components that can fail. These parts are the components. For every component failure data should be recorded and with this failure data different methods can be applied if there are varying stresses associated with each cycle. A basic method records all stress cycles regardless of any stress or loading metric and provides a baseline model. It provides the same results as the conventional method of calculating a failure cycle distribution. The other four methods require varying amounts of data and can be useful for different situations.

Four different methods are presented to estimate future reliability given discrete cycles that are variable and shifting in the future. The different models depend on the quality and quantity of the data that is obtained. Selection between the four methods to use is largely dependent on the available data and if stresses are linear or nonlinearly related to the component. Assuming that a particular system or component are impacted by each stress cycle similarly, and that stress variations do not cause any notable differences, a simple counting of the stress cycles where,

\[ t_s = \sum t_i \]

\[ t_s = \text{total number stress cycles} \]
\[ t_i = \text{total number stress cycles of } i^{th} \text{ type} \]

This is the conventional way to record cyclic failure data; there is no metric or measurement of stress or load associated with the cycle count. The weakness of this method is that it cannot account for a future stress profile, as stress is not even considered. The lack of stress cycles and profiles in this traditional method proves to be disadvantageous for trying to predict reliability with a changing stress profile on a system.

2.2 Linear Load Adjusted Stress Cycles

In many cases a small stress produces a smaller contribution to component failure as opposed to a larger stress. To model this case where the stress impacts the reliability of the components, the force, tension or any usage stress metric unit is adjusted accordingly so that some stress cycles are counted (or weighted) more than others, as indicated in the following equation.

\[ t_s = \sum t_i \frac{s_i}{s_0} \]

\[ t_i = \text{number of stress adjusted usage cycles} \]
\[ s_i = \text{stress for the } i^{th} \text{ stress type} \]
\[ s_0 = \text{baseline stress} \]

The baseline metric unit can be some average stress value over some time interval or a force associated with the most common type of load. All reliability analysis and models can be conducted using the adjusted number of usage cycles \( (t_s) \) and not the original cycle count.
This method provides a ratio to scale the impact of the loads and organizes the impact into numerical values based on some average impact metric unit. This is done by keeping the baseline (s_0) the same, s_i is shifted to accommodate the future usage stress profile. This is done for every t_i until the user meets the desired composition of stresses. Once the shift is quantified, the linear adjusted t_i is used as the life metric to estimate Weibull distribution parameters using the concepts of maximum likelihood estimation (MLE).

The advantages in creating an adjusted load count, is by having a model that can reflect the relative stresses associated with each cycle. The adjusted load count produces a model where the usage stress variables can increase or decrease more quickly over a shifting stress distribution. Some of the disadvantages are that the model depends on a linear assumption which may or may not be the case. If stresses effect the component in a nonlinear matter another method maybe needed.

2.3 Non-Linear Load Adjusted Stress Cycles

The second model is mathematically similar to the first but it recognizes that some component types are very sensitive to increased stress while others may not be affected by the stress at all. The non-linear stress adjusted t_i contains all the aspects of the linear model; however, the exponential a_j provides more sensitivity to specific stress conditions. If the stress level has no effect on the component, a_j can be set to 0 and only the numbers of stress cycles on the component are considered. The exponent enables the load to adjust to the appropriate amount of stress on the subsystem or component.

\[
t_{o} = \sum_{i} t_{i} \left( \frac{s_{i}}{s_{o}} \right)^{a_{j}}
\]

a_j = nonlinear adjustment factor for component j

An example of using the a_j parameter set to zero might be if the system contains an electrical component exposed to a mechanical load. This component would not be dependent on the stress level and thus simply counting t_i is sufficient

Determining the a_j parameter is based on how the load and stresses are related. It might be difficult to determine this value for all components. Also, the equation is only indirectly sensitive to the stress increases on the component.

2.4 Models as a Function of Load Profiles

Method 3 requires more data as well as a meaningful stress metric unit. The components are exposed to changing stress profiles, and therefore, for every cycle-to-failure, there is an associated mean and standard deviation for stress for each cycle-to-failure. Considering the crane example, the crane lifts a combination of 200, 400 and 600 lbs boxes of cargo, and each cycle-to-failure would have a mean and standard deviation attached to when the crane failed. The composition of cargo would be different for every single failure time as the usage until failure would be different for every failure. By taking the mean and standard deviation, a Weibull parameter can be calculated to represent the failure distribution. The Weibull scale parameter, η, becomes a function of the mean and standard deviation of stresses, and η shifts into a more appropriate value to represent the future stress profile, as indicated in the following equations.

\[
f(t) = \frac{\beta}{\eta} \left( \frac{t}{\eta} \right)^{\beta-1} e^{-\left( \frac{t}{\eta} \right)^{\beta}}, t > 0, \beta > 0, \eta > 0\lambda(t)
\]

\[
\eta = \eta_{o} \exp(-b_{1} \mu - b_{2} \sigma)
\]

f(t) = probability density function for cycles-to-failure
β = Weibull shape parameter
η = Weibull scale parameter
η_o = baseline Weibull scale parameter
μ = average stress
σ = standard deviation of stresses
b_1 = parameter coefficient for mean stress
b_2 = parameter coefficient for standard deviation

All of the model parameters can be estimated given an appropriate data set considering the mean and standard deviation as accelerated stress levels in an accelerated life model. The MLE can be used for this purpose.

An increasing stress distribution can be considered by adjusting the mean and standard deviation to the anticipated future levels. As the mean and standard deviation increase the exponential function decreases, this causes η to decrease. Thus increasing and decreasing η causes an increase and decrease of the time to failure.

The advantages of this method are that the impact of a stress or force can be directly monitored and can distinguish the impact of stress on a component. The disadvantage would be that a large and comprehensive data set is needed. Also large variability can significantly affect results and in some cases the mean and standard deviation might not be sufficient enough in describing the different load profiles.

2.5 Analysis based on Load Profile (Relative Frequency)

This final model provides the most robust parameters by organizing the failure data into subcategories. Once these subcategories are determined, a percentage or proportion number is given to each subcategory or in this case x_i. Every cycle-to-failure is associated with specific stress values that can be distributed into the defined categories. Any number of categories can exist and the load may increase or decrease reliability by the simple calculation of changing x_i into either a positive or negative value. This method provides the most organized conditions as well as directly relates the increased force, or stress on the subcomponent. However, the data must be comprehensive and excess variability impacts results. This method also requires more failure data points than the other methods.

In this method, the Weibull scale parameter is a modeled as mathematical function of the relative frequency of usage cycles with more stress associated with them. The equation is as follows.
\[ f(t) = \frac{\beta}{\eta} \left( \frac{t}{\eta} \right)^{\beta-1} e^{-\left( \frac{t}{\eta} \right)^\beta}, t > 0, \beta > 0, \eta > 0 \lambda(t) \]

\[ = \frac{\beta}{\eta} \left( \frac{t}{\eta} \right)^{\beta-1} \]

\[ = \beta \frac{t^\beta}{\eta^\beta} \]

\[ \sum_i x_i = 1 \]

\[ x_1 = 1^{st} \text{ relative frequency} \]

\[ x_2 = 2^{nd} \text{ relative frequency} \]

\[ x_3 = 3^{rd} \text{ relative frequency} \]

All of the model parameters can be estimated given an appropriate data set, and as in method 3, the parameters can be estimated using accelerated stress levels in an accelerated life model using MLE. As it is difficult to calculate the likelihood function for these parameters, the use of software designed for this purpose is recommended.

3 COMPONENT EXAMPLES

3.1 Description of Examples

This paper is motivated by an actual application with real data but the data collection is a work in progress. For demonstration purposes, simulated data is used. The cycles-to-failure data (or CTF) was generated by simulation and serves as the basis in explaining the four methods. In this example there are three categories of stress for the usage cycles with varying degrees of force or stress. The three categories are separated by 200-500 lbs., 500-700 lbs., and 700-1000 lbs. For this example these are the critical values as to which the stress on the system is evaluated.

3.2 Method 1: Linear Adjusted Stress Cycles

In the linear model all that is needed are the CTF data and the actual stress level for each cycle. Once the data is gathered such as in Table 1, a baseline stress of \( s_0 \) must be determined. In this case a simple value of 650 lbs. was chosen.

<table>
<thead>
<tr>
<th>CTF</th>
<th>Linear Adjusted Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>553.45</td>
</tr>
<tr>
<td>4</td>
<td>707.21</td>
</tr>
<tr>
<td>5</td>
<td>1237.05</td>
</tr>
<tr>
<td>7</td>
<td>564.06</td>
</tr>
<tr>
<td>10</td>
<td>431.70</td>
</tr>
<tr>
<td>11</td>
<td>619.00</td>
</tr>
<tr>
<td>13</td>
<td>541.15</td>
</tr>
<tr>
<td>14</td>
<td>846.15</td>
</tr>
<tr>
<td>16</td>
<td>719.05</td>
</tr>
<tr>
<td>17</td>
<td>1050.78</td>
</tr>
<tr>
<td>18</td>
<td>472.10</td>
</tr>
<tr>
<td>20</td>
<td>304.98</td>
</tr>
<tr>
<td>21</td>
<td>410.80</td>
</tr>
<tr>
<td>22</td>
<td>219.80</td>
</tr>
<tr>
<td>23</td>
<td>204.50</td>
</tr>
<tr>
<td>24</td>
<td>183.22</td>
</tr>
<tr>
<td>25</td>
<td>188.90</td>
</tr>
</tbody>
</table>

The 650 lbs. represents the common stress during the duration of the data collection. Using Method 1, all stresses are divided by the baseline stress. In essence the CTF data is being modified to account for more or less stress cycles by utilizing a ratio. Table 1 also depicts the adjusted CTF, and although only about 20 points are shown, Table 1 only represents a third of the data used for Figure 2. Using the adjusted CTF data a Weibull distribution is formed with a \( \beta \) of 3.3 and \( \eta \) of 433 cycles.

3.3 Nonlinear Adjusted Stress Cycles

The nonlinear adjusted method is mathematically similar to the linear adjusted method. The ratio of \( (s_i / s_0) \) or stress over the baseline stress ratio adjusts the cycles. However the difference between the linear and the nonlinear count is the \( a_j \) parameter. When the nonlinear adjusted number is utilized, the \( a_j \) parameter will change the linearity by making \( t_i \) an exponential function. Table 2 shows 23 points out of 50 using the \( a_j \) parameter and how the adjusted count was calculated.
When the adjusted nonlinear failure count is taken into consideration, the maximum likelihood estimator produces a \( \beta \) of 2.25 and a \( \eta \) of 465 as shown in Figure 2. The user must define the \( a_j \) parameter and in some occasions, it can be problematic to select it. In this example, \( a_j \) was equal to 1.5.

### 3.4 Weibull Model as a Function of Load Profiles

Method 3 and 4 are mathematically different from the linear and nonlinear methods and require calculating a \( \eta \) based upon the corresponding stress conditions set by the data. Both methods can be utilized to project future compositions of stress to calculate reliability. Method 3 concentrates on acquiring the mean and standard deviation stress, while Method 4 relies on the relative frequency or composition of the stress. Sample data for both Method 3 and 4 are presented in Table 3. Method 3 utilized the mean and standard deviation of the stress for each usage cycle until failure. This means that every cycle has an associated stress. Method 3 incorporates the mean and standard deviations of stress exposure and parameters \( b_1 \) and \( b_2 \) are estimated using the MLE using the general log-linear model for accelerated life testing. Table 3 shows a sample of data that is used to determine the results in Figure 3.

Each CTF has a stress mean and standard deviation depicted in Table 3. To estimate reliability for an anticipated stress profiles, an anticipated future mean and standard deviation would be input into the \( \eta \) equation and the life parameter becomes a function of the future mean and standard deviation.

As mentioned previously, Method 3 requires more data than Methods 1 and 2; however the benefit of this model is that heavier loads will directly impact each CTF. The results for the example are \( b_1 = -0.0038 \) and \( b_2 = -0.0014 \), \( \beta = 2.51 \) and \( \eta_0 = 4712 \) cycles. \( \eta_0 \) is the initial value while \( \eta \) is the adjusted parameter. The coefficient \( b_2 \) causes the Weibull scale parameter to decrease as the standard deviation increases, while the \( b_1 \) coefficient causes the scale parameter to decrease with increased mean stress.

### 3.5 Weibull Model as a Function of Load Profiles (Relative Frequency)

Method 4 operates under the same principal as Method 3 but instead of the mean and standard deviation, the relative frequencies of the stresses are used to categorize stress into three different ranges. The stresses are divided into proportions and are represented by the variables \( x_1 \), \( x_2 \) and \( x_3 \). These relative frequencies must add up to one and can be divided even further, but for this example only three
categories were used.

Figure 5 Weibull Plot for Relative Frequency Method

The MLE uses the relative frequencies of each stress CTF and computes an associated coefficient $b_i$. In this example, $b_2$ is equal to 0, which means that stresses in the most central category do not increase or decrease $\eta$. The variables $b_1$ and $b_3$ are calculated using the MLE using software, and a log-linear model. The Weibull plot is shown in Figure 5.

In Table 3 the relative frequencies as well as the CTFs are presented and the data indicates that $b_1$ and $b_2$ are equal to 0.7 and -1.3 respectively. $\eta_0$ is 467 cycles and $\beta$ is equal to 2.53.

Choosing a composition of only middle ranked stress cycles ($x_1 = 0$, $x_2 = 1$, $x_3 = 0$ ) produces the same mean as a mixed set ($x_1 = 0.2$, $x_2 = 0.6$, $x_3 = 0.2$); however this method may likely produce a lower $\eta$ for the more diverse frequency set. Method 4 penalizes the heavier stresses and causes the $\eta$ to decrease, due to a negative exponential function. The lighter stress cycles cause $\eta$ to increase; thus increasing life.

4 SYSTEM EXAMPLE

The purpose of this paper is to describe and demonstrate methods to predict reliability for future stress profiles with current data. The tool used for the analysis will is discrete event simulation. Figure 6 represents a reliability block diagram of a system in which Method 4 had been used to estimate future reliability. The first component utilized an $\eta_0$ of 617 cycles and a $\beta_0$ of 2.59 this comes from the calculation of Method 4 of a $\beta$ of 2.59 and parameters $b_1$, $b_2$, and $b_3$ equaling 0.3, 0, and -1.5. This is just a simple example of the utilization of the methods developed at a system level.

5 CONCLUSIONS

To predict system reliability corresponding to a future stress profile using existing failure data is a difficult task. There are many factors to consider such as the accuracy of the data given and the amount. High failure data items are able to utilize Method 3 and Method 4. However this is not always possible and thus alternatives like Methods 1 and 2 may be utilized. Although not mathematically intensive, Methods 1 and 2 provide a viable option that can work reasonably well with variable and scarce data.
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