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Abstract — In this paper, a novel trilateration positioning technique is proposed that jointly addresses the conventional range-based trilateration localization and measurements outliers detection and processing. The proposed scheme contains three components: (a) detecting outliers, (b) minimizing outliers impact; (c) minimizing conventional noise impact. The method is based on a linear regression model in which the noise and outliers vector effect is considered simultaneously. The cost function includes an $\ell_1$-norm minimization component to detect outliers. Once detected, the contaminated ranges are either removed from measurements or corrected. The proposed scheme has been simulated and compared with the recently proposed linearized LS (L-LS), range-based LS (R-LS), and Squared-Range Least Squares (SR-LS) approach. The results show that the proposed approach is able to detect 97% of single introduced outliers and leads to less position error variance compared to the state-of-the-art approaches.

I. INTRODUCTION

In recent years, location-based services (LBSs) and technologies evolved and enabled mobile applications from transportation to social media [1]. Proven positioning systems such as Global Positioning System (GPS) [2] and WLAN-based indoor localization [3]–[5] are commonly used in consumer, industry and military applications. Technology concepts vary and include trilateration techniques as in GPS [2], [6], [7], radio-fingerprint maps for WLAN-based systems [8], triangulation methods that explore the direction of arrival (DOA) estimation in terrestrial networks [9]–[11], etc.

Trilateration techniques exploit beacons at known locations and range measurements to find user locations. The positioning is performed using systems of equations connecting obtained beacon-to-user range measurements with geometric distances that include unknown user coordinates. Conventionally, the number of equations corresponds to the number of beacons, but other measurements can supplement these equations for more accurate estimations.

Trilateration methods are commonly subdivided in two categories: 1) closed form solutions [12] and 2) numerical methods [13], [14]. As the range measurements are typically noisy and there might be more beacons than unknowns, least squares (LS) solutions of overdetermined system of equations are often used to exploit redundancy and obtain more accurate results. Linear LS methods are used for both closed-form and iterative techniques. In general, a maximum-likelihood (ML) estimator is considered as an asymptotically optimal solution [15], but its hard to reach. The LS solutions coincide with the ML one for Gaussian deviations of range measurements, and asymptotically achieve the so-called Cramér-Rao lower bound (CRLB) that is introduced for such estimators [16], [17]. CRLB provides a lower bound on the variance achievable by any unbiased location estimator and is useful as a guideline [18]. Similar ideas are explored for collaborative localization and non-line-of-sight (NLOS) ranging bias models [19].

While LS optimization is a common approach of solving trilateration equations, the cost function of LS optimization is nonconvex as includes unknowns in nonlinear Euclidian distance functions, and hence, convergence to a global optimum is not guaranteed. Several recent studies proposed relaxed or alternative cost functions, such as squared range LS (SR-LS) which allows for finding global optimum solutions [19] and [20]. These solutions guarantee global optimum of the cost function [21], but their performance is inferior to LS techniques when exact LS solution can be found [20].

In real environments range measurements are not necessarily Gaussian and LS solutions degrade in accuracy. It is also common to have outliers deviations in range-measurements. While previous studies have extensively investigated the filtering of outliers, they typically explore LS techniques to detect them.

This paper provides a novel trilateration method for agents in two dimensional (2D) space. The locations of these agents are to be determined through the range measurements obtained from anchor points with known locations. Rather than using the complicated nonlinear method, the trilateration system of equations is linearized. The location of agents are defined through an optimization technique that jointly estimate the pose of the agent, minimizes the noise, and detects the potential outliers in range measurements.

In this paper, the typical trilateration localization formulation is discussed in Section II. The proposed joint localization and outliers detection scheme is introduced in Section III as an extension to the conventional approach. Section IV illustrates the simulation performance of our method followed by conclusions in Section V.

II. TRILATERATION LOCALIZATION CONCEPTS AND FORMULATION

Consider a single agent with coordinates $(x, y)$ in $\mathbb{R}^2$ and range measurements $r_i$, $i = 1, \ldots, N$, obtained from a set of
anchor points \( A = \{A_1, \ldots, A_N\} \) through some mounted sensors that measure the mutual distances. The relation between the actual geometric distance and the range measurement can be expressed as

\[
    r_i = d_i + \epsilon_i = \sqrt{(x_i - x)^2 + (y_i - y)^2 + \epsilon_i}
\]

where \( d_i \) is the actual Euclidean distance between the robot and the anchors and \( \epsilon_i \) is the corresponding noise component. The location of the robot \( \hat{p} = (\hat{x}, \hat{y}) \) should be estimated through the following minimization problem

\[
\hat{p} = \arg\min_p \sum_{i=1}^N (r_i - \|p_i - p\|)^2
\]

where \( p_i \) is the position of the \( i \)-th anchor and \( p \) is the robot location. The minimization problem (2) is known as the range-based least square (R-LS) problem and since it is non-convex, it cannot be solved trivially with the conventional methods. Some recent approaches have proposed approximate reformulation of (2). The above problem can be re-cast as a constrained quadratic optimization problem [22]. This equivalent reformulation is solved through semi-definite relaxation (SDR) approximation. However, if the rank conditions are far from unity, the solution degrades drastically. This has been shown with an example in [20].

Another approach for solving (2) is through the so-called squared-range based least square (SR-LS) reformulation as

\[
\hat{p} = \arg\min_p \sum_{i=1}^N (r_i^2 - \|p - p_i\|^2)^2.
\]

Although SR-LS, like the R-LS, is non-convex, a global solution can be achieved when it is transformed into a constrained least squares problem which belongs to generalized trust region sub-problem (GTRS) [20].

A more conventional approach of solving (2) is to linearize the problem near its solution and solve a linear system of equations for finding the solution. If this process is performed repetitively, the method is called iterative least square (ILS) solution which needs a good initial estimate.

### III. PROPOSED MULTI-PURPOSE LOCALIZATION SCHEME

The discussed reformulations are generally approximations that reach to the actual position if certain conditions are satisfied. However, in our approach, we use a reformulation of (2) that leads to a set of linear equations. To this end, we need to define another variable other than the robot coordinates. Squaring both sides of (2) yields

\[
r_i^2 = R^2 - 2xx_i - 2yy_i + (x_i^2 + y_i^2).
\]

Rearranging the sides of the above equation

\[
xx_i + yy_i - 0.5R^2 = \frac{1}{2}(x_i^2 + y_i^2 - r_i^2)
\]

where \( R = \sqrt{x^2 + y^2} \) is the new variable depending on the robot coordinates. The equivalent set of linear equations of (2) can be written as an overdetermined system of equations as [23]:

\[
Ax = b
\]

where

\[
A = \begin{pmatrix}
    x_1 & y_1 & -0.5 \\
    \vdots & \vdots & \vdots \\
    x_N & y_N & -0.5
\end{pmatrix},
\]

\[
x = \begin{pmatrix}
    x \\
    y \\
    R^2
\end{pmatrix}
\]

\[
b = \frac{1}{2}
\begin{pmatrix}
    x_1^2 + y_1^2 - r_1^2 \\
    \vdots \\
    x_N^2 + y_N^2 - r_N^2
\end{pmatrix}
\]

which is called linearized least squares (LLS) problem and can be solved using the following conventional quadratic minimization algorithm

\[
\hat{x} = \arg\min_x (Ax - b)^T (Ax - b)
\]

\[
= (A^T A)^{-1} A^T b.
\]

This solution minimizes the effect of range errors on position estimates due to the noise. However, if the noise effect become considerable, the agent’s position estimate degrades. The localization approach may experience the unavailability or inordinate pair-wise range measurements. These inordinate range measurements are called outliers. Since the agent is moving, outliers may occur due to obstacle blockage, loss of anchors, system software, malfunctions, and jamming. In such cases, range measurements are not trustable. If range measurements contain outliers, penalizing the residuals between the actual and geometric range measurements does not guarantee outlier rejection and positioning suffers dramatically from large localization errors. One should note that an autonomous system is not able to recognize the range measurements that contain the outliers.

We augment the trilateration localization approach of (8) so that the position of the agent is jointly estimated with the outliers. To this end, the model (1) is augmented so that it includes the outliers

\[
r_i = d_i + \epsilon_i + \kappa_i \quad i = 1, \ldots, N
\]

where \( \kappa_i \) is the component that accounts for the outlier. The vector equivalent of (9) for linearized LS yields

\[
b = Ax + \kappa + n
\]

where \( \kappa = [\kappa_1, \ldots, \kappa_N]^T \) is a vector indicating the outliers and is sparse since a few number of range measurements contain outliers. Hence, \( \kappa \) can be jointly estimated with the agent’s location

\[
(\hat{x}, \hat{\kappa}) = \arg\min_{x, \kappa} \|b - Ax - \kappa\|_2 + \lambda \|\kappa\|_1
\]

where the \( \ell_1 \)-norm recovers a sparse vector for the outliers and \( \lambda \) is a Lagrangian multiplier. This optimization formulation minimizes the difference between the coefficient matrix
Fig. 1. A worst-case anchors and agent geometry. The black stars and the blue circle show the anchor locations and agent location, respectively.

Fig. 2. The RMSE of the robot position estimates through the LS approach of (8), R-LS, SR-LS, and the proposed method with respect to an increasing outliers occurrence rate. The proposed method shows great robustness to the outliers.

Fig. 3. The distribution of the robot position estimates for LS approach of (8), R-LS, SR-LS, and the proposed method. The robot actual position is the big cyan circle. The estimated poses are mostly concentrated around the actual robot position.

Fig. 4. The performance of the proposed method for different $\lambda$.

IV. RESULTS AND DISCUSSION

To evaluate the performance of the proposed trilateration method, computer simulations have been conducted through comparing the proposed method with original linearized LS approach [23], R-LS approach, and SR-LS approach [20]. We consider a random anchors geometry where 8 anchors are scattered in $[-50, 50]^2$ space and the agent is located at $p = (-49, 27)$. The geometry of the anchors and agents is shown in Fig. 1 where the CRLB is 0.46. The performance of the algorithm has been evaluated through 1000 simulation runs.

The outliers both affect the magnitude and the ranges that contain the outliers.
The evaluation criteria is based on the expectation over the Euclidean distances between the actual and estimated positions of the agent as

$$\text{RMSE} = E \left\{ \sqrt{(\hat{p} - p)^T(\hat{p} - p)} \right\}$$  (12)

known as root mean square error (RMSE), where $\hat{p}$ is the estimated robot position.

Fig. 2 shows the RMSE of the LS, R-LS, SR-LS, and our proposed method when the percentage of the ranges that contain the outliers increases. The solution of LS and SR-LS is highly sensitive if the ranges contain outliers, which makes it impractical in real applications. The R-LS method positioning error increases linearly with the increasing rate of outliers. The least error is for the proposed method where it shows the robustness of the solution to the range outliers. This method works considerably well when the outliers are less than 30% and has the least error amongst all the compared methods.

For a better illustration, the distribution of the robot position estimates obtained by LS, R-LS, SR-LS, and proposed method is shown when the noise variance is $\sigma^2 = 1$. The actual robot position is also shown with a bigger cyan circle. The concentration of the robot position estimates show that the LS estimates is scattered widely in the area and provides the worst estimates if the ranges contain outliers. The R-LS and SR-LS estimates have quite similar estimates while the blue estimates of the proposed method is mostly concentrated around the true robot location.

The performance of the localization approach of (11) depends on the tuning parameter $\lambda$. Fig. 4 shows the RMSE of the proposed approach for different values of $\lambda$. The optimal is $\lambda = 0.4$. The optimal $\lambda$ can be achieved through cross validation (CV) or a training dataset.

We also explored the detection rate of outliers by evaluating single range outliers. Our simulation results show that the outliers have been exactly detected in 97% of the time.

V. CONCLUSIONS

In this paper, we proposed a trilateration method for robot localization which jointly estimates the robot position and defines the ranges that contain the outliers. These outliers are considered as the inordinate errors that occur for different reasons such as system shut down or adversary attacks. The proposed approach reformulates the trilateration problem into an overdetermined set of linear equations. The position estimates is an optimization formulation consisting of a least square component that minimizes the noise effect and an $\ell_2$-component that detect the sparse outliers vector. The results show that the proposed approach has a great enhancement over the estimated positions of the robot compared to the existing solutions.
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