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Abstract—Izhikevich model of a neuron allows for simulation of spiking pattern that mimics known biological subtypes. When a current within a range typical for biological experiments is injected into the cell the firing pattern produced in the simulation is close to that observed biologically. However, once these neurons are embedded into a network, the level of depolarization is controlled only by the synaptic depolarization received by the simulated connections. Under these conditions there is no limit on the maximum firing rate produced by any of the neurons. Here we introduce a modification of the Izhikevich model to restrict the firing rate. We demonstrate how this modification affects the overall network activity using a simple artificial neural network. The proposed restraint on the Izhikevich model is particularly important for larger scale simulations or when the frequency dependent short-term plasticity is used in the network. Although maximum firing rates are most likely exceeded in simulations of seizure-like activity we show that restriction of neuronal firing frequencies impacts even small networks with moderate levels of activity.

I. INTRODUCTION

Network approach to computational brain modeling requires a careful choice of all components of the network to make sure that they are not only biologically suitable and computationally stable by themselves but also when connected together in a network. Moreover, it is crucial to realize what range of activity is going to be modeled and foresee possible issues for computational stability of the network and the neuron model used. This is especially critical when modeling epileptiform or synchronous activity that can result in greater excitation than under normal conditions.

In this paper, we discuss the need to add an upper bound on the firing rate of the Izhikevich neuron model [1]. Since this model is capable of producing firing patterns exhibited by real biological neurons being computationally simple at the same time, it has been used in a wide range of applications, e.g., modeling of multisensory processing [2], [3], racing car controllers [4], character recognition [5], and in large scale simulations of the thalamocortical circuits [6]. In addition, there are multiple hardware circuit implementations of this model [7], [8].

Although it is a very successful and popular neuron model, it obviously is only a simplification of real neural cell dynamics and therefore it is necessary to understand its restrictions to apply it properly. One of the limitations is that the model can produce spikes with arbitrarily high frequency, which is not a biologically feasible behavior. Note that this issue is not unique to this neuron model, e.g., the firing rate of the leaky integrate-and-fire neuron model is proportional to the value of input [9]. The paper is organized as follows. In Section II we briefly introduce the Izhikevich neuron model and discuss the proposed modification. Then, in Section III we give an example of the impact of the proposed modification on a simple network.

II. IZHIKEVICH NEURON MODEL AND ITS MODIFICATION

The Izhikevich neuron model [1] was derived using bifurcation methods [10] to reduce many biophysically accurate Hodgkin-Huxley-type equations to obtain a simplified system of two differential equations

\[
\begin{align*}
v' &= 0.004v^2 + 5v + 140 - u + I \\
u' &= a(bv - u)
\end{align*}
\]  

with the condition

\[
\text{if } v \geq 30, \text{ then } \begin{cases} v &\leftarrow c \\ u &\leftarrow u + d, \end{cases}
\]

where \( v \) represents the membrane potential of the neuron and \( u \) is a membrane recovery variable (both are functions of time), \( I \) is the value of the input to the neuron (in this formulation, proportional to synaptic or injected current), and \( a, b, c \) and \( d \) are dimensionless parameters. The membrane potential \( v \) has mV scale and the time has ms scale in this model.

Similar quadratic models have been introduced ([11], [12]) but the Izhikevich model seems to be the most frequently used. One of the reasons is that it has been clearly demonstrated [13] that various spiking patterns can be easily obtained by different settings of parameters \( a, b, c \), and \( d \).

Since in this model the change in the voltage \( v \) depends linearly on input, the frequency of generated spikes is not bounded. A spike is always generated when the condition in equation (2) is satisfied. In cases of a powerful input (\( I \) in equation (1)), a neuron can spike arbitrarily fast, which does not occur biologically. Each subtype of neuron has a maximum rate at which firing is observed biologically.

The relationship between the simulated firing rate and the input amplitude is shown in Figure 1. We consider four different neuron subtypes: regular spiking (RS), intrinsically bursting (IB), fast-spiking (FS), and low-threshold spiking (LTS) neurons. These well-studied subtypes have distinct
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firing patterns and constitute majority of the neurons in the cortex.

It is well known that FS neurons fire at frequencies much higher than RS or LTS neurons. Observed maximum rates range from 300-500 Hz [15], [16], [19], [20]. It is also well known that due to their ability to burst, IB cells fire at much higher frequencies than RS cells. Observed maximum rates of intraburst frequencies range from 300-500 Hz [19], [17], [18]. Maximum rates for RS and LTS cells have been reported in the ranges of 150-200 and 200-250 Hz, respectively [15], [16], [19], [20], [21]. For the example used here, we have set the maximum rates of IB, RS, FS, and LTS to 300, 160, 350, and 212 Hz, respectively.

Figure 1A shows that using the standard Izhikevich model, for most neuron subtypes their maximum firing frequency is exceeded with an input in the range of $I = 10-16$. Such a level of input is not unusual under normal conditions and is surely exceeded in scenarios with extremely powerful excitation, e.g., simulations of inhibitory blockade (biologically achieved by, e.g., application of bicuculline [22], [23]) where the strength of inhibitory neurons is decreased, or situations of synchronous activity of excitatory neurons which generate synchronized input to post-synaptic neurons.

To address this problem, we propose preventing the generation of an action potential if the time from the previous spike is shorter than given by the maximum firing frequency for that neuronal subtype. In this case, the membrane voltage is reset to 30 mV for computational stability. In other words, equation (2) is replaced by

$$\begin{align*}
\text{if } v \geq 30 \text{ and } t - t_{prev} \geq \tau_{min}, \text{ then (spike generated)} \\
&\left\{ \begin{array}{l}
\mathbf{v} \leftarrow c \\
u \leftarrow u + d,
\end{array} \right.
\end{align*}$$

else if $v \geq 30$, then (no spike)

$$v \leftarrow 30$$

Here $t_{prev}$ is time of the previous spike and $\tau_{min}$ is inter-spike interval in milliseconds given by the maximum firing frequency.

Since the modification imposes an absolute refractory period, it obviously assures an upper bound on the maximum firing frequency of a neuron. The impact of this modification on the firing rates of different neuron models is shown on Figure 1B. The frequency increases with increasing amplitude of input until it reaches the predefined firing frequency, which is more biologically feasible behavior than in the original neuron model (Figure 1A).

III. NETWORK DYNAMICS

To illustrate the importance of the maximum firing rate in a network dynamics, we use an artificial network introduced in [1]. This network consists of 800 regular spiking (RS) neurons and 200 fast-spiking (FS) neurons, thus the ratio of excitatory to inhibitory neurons is 4 : 1. All neurons are interconnected with the strengths of synaptic connections chosen randomly from the interval $(-1, 0)$ in case of inhibitory connections and from $(0, 0.5)$ for excitatory connections. In addition to the synaptic input, each neuron receives a noisy input with Gaussian distribution (mean value of zero, variance equal to five and two for excitatory and inhibitory neurons respectively). We will refer to this network as the original network.

We compared this network with one with the modified neuron model (see Figure 2). The maximum firing frequency is 160 Hz and 350 Hz for RS and FS neurons respectively, as described above. To achieve heterogeneity, we varied these frequencies in range of ±10%. Two different scenarios were tested: increasing the input to neurons and blocking inhibitory synapses. Results of these simulations are presented in Figure 2. All simulations were calculated with a time step of 1 ms.

First, the input to the neurons was artificially increased by changing the mean value of the noise to two for all neurons. Note that this change was quantitatively bigger for FS than for RS neurons (change to 40% and 67% of the initial variance for these types respectively). Interestingly, although the network with modified neuron model (Figure 2D) is less synchronized than the original network (Figure 2C), there is still some synchrony. Indeed, analysis of artificially generated EEG (see Figure 3), which was computed as a sum
of all inputs to the excitatory neurons [24], shows that the modified network exhibits oscillations with 43 Hz frequency that corresponds to the gamma band, contrary to the original network that oscillates with 10 Hz frequency. This result is consistent with findings that increased input to FS neurons results in generating gamma oscillations [25].

Secondly, we kept the level of input as in the original network but we blocked inhibitory neurons, that is reduced their strengths by 20% and 50%. We see that in the case of 20% inhibitory blockade the network with the modified neuron model (Figure 2F) is less synchronized than the original network (Figure 2F). With higher inhibitory blockade the network is synchronized (Figure 2H) but with slightly different frequency compared to that in the original network (Figure 2G). This demonstrates that this modification strongly impacts network behavior. In [26] and [27] we presented a multi-column, multi-layer cortex model that uses the modified neuron model. It has been demonstrated that under inhibitory blockade conditions the network generates local field potentials (LFP) that are comparable with experimentally measured ones.

IV. CONCLUSIONS

Biologically accurate firing patterns of neurons are important for obtaining reliable frequencies of network oscillations. This paper both emphasizes the problem and proposes a pragmatic solution.

We introduced a simple modification of the Izhikevich neuron model that restricts firing rate of neurons and demonstrated how this modification affects the overall network behavior using a simple artificial neural network. The restraint imposed on the Izhikevich model is especially important
in large scale simulations, or when a frequency-dependent mechanism, such as short-term plasticity, is used within the network. Although maximum firing rates are most likely exceeded in simulations of seizure-like activity, or other conditions that promote excessive excitation, we have shown that restriction of neuronal firing frequencies impacts even small networks with moderate amplitude of input.
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