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Abstract—This paper provides a fundamental overview of important metrics and concepts regarding A/D nonlinear distortion. Once reviewed, a sub-bit compensation technique is presented, analyzed, and simulated in the context of a high-speed flash converter. A model is presented to represent the compensator as well as the pre-compensated converter. It is shown that the BEET method of error compensation creates a greater SFDR and SINAD for a converter than traditional error-table compensation. Yet, the BEET method has only a slight increase in hardware complexity compared to traditional error tables.
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I. INTRODUCTION

High speed and precision analog to digital converters are increasingly important as digital technology continues to absorb traditional analog signal processing applications. The growth of digital signal processing embraces broad application areas and increasingly includes higher clock rate digital circuitry. Increasing digital clock rates facilitate implementation of digital signal functionality for higher frequency signals. This effect feeds an increasing demand for high rate converters. Also, as digital signal processing migrates further into RF front ends, dynamic range and other metrics, such as spur free dynamic range, become important parameters for high rate A/D converters. In some cases, designers may supply on-chip linearization and recalibration, but this capability is omitted from the preferred commercial component, it may be possible to provide such means by the use of an FPGA integrated with other suitable components (e.g., D/A converter) [10, 12]. Many compensation techniques, in current form, are not well suited for such implementations [1, 2, 13]. Other recalibration techniques, such as the bit-extended error table (BEET) method, can be readily adapted for high-speed FPGA integration [8]. In this paper, a BEET compensation technique is presented in contrast to a traditional error table compensator. It is found that the BEET technique yields greater improvements in spur-free dynamic range (SFDR) and signal-to-noise and distortion ratio (SINAD) than its traditional counterpart. Section 1 discusses the metrics and terminology used for analyzing ADC nonlinearities. Section 2 provides a brief overview of ADC linearization methods. Section 3 discusses the BEET method of compensation. Section 4 provides simulation results of BEET compensators applied to flash converters. Section 5 introduces an implementation of BEET compensation for single and interleaved flash converters.

II. ADC NONLINEARITIES

ADC nonlinear distortion can be attributed to a few sources. Clock jitter, gain error, nonuniform quantization bins, and quantization noise are among the most significant contributors [3, 9]. For the purposes of this development and analysis, the ADC’s nonlinearities are considered static.

A. Quantization Noise

The difference between the analog, sampled signal and a digital signal may be modeled as a quantization noise signal added to the original signal. Therefore, the spectrum of the sampled signal consists of the original analog spectrum and its images as well as a quantization noise floor [5]. If the quantization noise is sufficiently white (e.g., with the assistance of a dithering signal), then the signal to quantization noise (SNR) floor is expressed as

\[ SNR = 6.02N + 1.76(dB), \] (1)

where \( N \) is the number of bits which the converter produces. For an 8 bit converter, the signal to noise ratio is approximately 50dB. If a larger signal to noise ratio is desired, a converter that produces more bits may be employed. Therefore, in principle, the application may achieve as large a signal-to-quantization noise as desired.

B. Nonuniform Quantization Bins

Aside from quantization error, another cause of nonlinearity in an ADC is irregular quantization bin sizes. In an ideal quantizer, the sampled analog signal will be accurately measured and coded according to a linear transfer function. However, this is often not the case. Deviation of the actual quantization transfer function from the ideal case is quantified with dynamic nonlinearity (DNL) and integral nonlinearity (INL) values. DNL represents the variation between the actual and ideal range of input values that correspond to each output code, given by:

\[ DNL(k) = (\Delta_{N}(k) - \Delta)/\Delta \] (2)
Fig. 1. Varying Bin Sizes: An Example of DNL

Where $\Delta_N(k)$ is the $k^{th}$ quantization level’s width and $\Delta$ is a linear quantization bin’s width. Figure 1 illustrates this definition of DNL. The DNL contains N values and, assuming that the converter transfer function is monotonic, the DNL has a maximum range of $[-1, \infty)$. A DNL of 0 will yield an ideal bin width while a DNL of -1 will yield a missing code.

An ADC’s transfer function cannot be described solely with DNL, though. In order to appreciate the affect of the DNL, the INL is defined as:

$$INL(k) = \sum_j (DNL(j))$$

For a linear transfer function the DNL is zero and consequently the INL is also zero. If the DNL is not zero, then the INL is non-zero and the converter transfer function departs from the linear case. The INL departure from the linear case is the primary cause of spurious responses from the converter.

C. Offset and Gain Error

Also known as the full-scale error, the offset error is the difference between the ideal and actual transfer function’s threshold for the final quantization level. This is also equal to the $k^{th}$ INL term. It provides a good understanding of how many bits of error are associated with the output terms. The gain error is equal to the offset error when the actual transfer function is translated to begin at the ideal’s origination. The equivalent of this term in INL is the addition of the 1st and the $k^{th}$ terms. Gain error also demonstrates the difference between the actual transfer function’s slope and the ideal’s slope.

III. IMPORTANT METRICS FOR ADCS

Figure 2 provides an illustrative example of the SNR and SFDR metrics. When the frequency-representation of the quantized sinusoidal signal is analyzed, a few major characteristics can be identified. The first is SNR.

Equivalently calculated using Equation 1, the SNR is also expressed as the relative intensities of the signal to its noise. Figure 2 shows an example of a signal’s SNR. Similar in nature to SNR, SINAD is the ratio of a signal’s power to its distortion and noise power. It provides a means to quantify the severity of the distortion. A metric that is particularly useful in determining the amount of distortion within the signal is SFDR. SFDR is the ratio of the signal’s intensity to the strongest non-signal frequency content. The effective number of bits (ENOB) of a converter expresses SINAD in a slightly different form. ENOB represents the amount of noise in the converter through an equivalent ideal converter resolution.

IV. LINEARIZATION METHODS

Current methods of in-package linearization, or calibration, vary from the simple to the complex. National Semiconductor’s ADC083000 calibrates by trimming a 100 ohm analog resistor to reduce the offset error [11]. There has also been work in more advanced in-package calibration methods [6]. Despite these in-package methods, many methods of linearization occur out-of-package due to their complexity. Volterra-based methods [13], among others [1, 4], are computationally expensive and are inconvenient for on-chip implementation.

The use of reconfigurable devices, such as FPGAs, provide the opportunity to have larger signal metric improvements than industry-provided compensators but without the overwhelming hardware demands of PC-based compensation methods. Also, by using FPGAs, the compensation method is up to the user. Being reprogrammable, an FPGA can be used to implement many different kinds of compensators as long as it fits onto the device. One such method is the error table method. The error table method identifies the transfer function of the ADC, compares the actual transfer function to the ideal case, and stores the errors on a code-by-code basis [2]. One compensation method that is very well-suited for FPGA implementation is bit-extended error-tables (BEET) due to its relative simplicity, effectiveness, and portability onto an FPGA platform [8].

V. BEET COMPENSATION ANALYSIS AND SIMULATION

BEET compensation improves the quality of the information provided by the ADC through additive error correction. Unfortunately, basic error tables only compensate to the nearest
whole least-significant bit (LSB). In terms of voltage, a LSB is defined as

\[ \text{LSB} = \frac{V_r}{2^L} \]  

(4)

BEET compensation incorporates midpoint sub-bit error correction, which provides a more linear representation of the data. As a consequence, if an L-bit data is extended by \( \eta \) fractional bits, the resulting code will be \( L+\eta \) bits long. The impact of an LSB, from Equation 4, is reduced by \( \frac{1}{2^\eta} \) if the input voltage range \( (V_r) \) remains unchanged. The lengthened code still has the SNR characteristics of an L-bit converter and there is still only \( 2^L \) codes. The BEET process is shown in Figure 3.

With the number of quantization codes (\( N \)) equalling \( 2^L \), the current quantization bin number being \( K \), \( y[n] \) being the quantized signal, \( x[n] \) being the input signal, \( \Delta_L y \) being the size of an L-bit converter’s least significant bit, \( \delta_{NL} \) being the \( p \)th bin width for the nonlinear transfer function, the minimum input voltage equalling \( V_{min} \), and the static dynamic nonlinearity known as a vector \( (DNL[m]) \), the mathematical representation of an uncompensated ADC transfer function can be described as:

\[ y[m] = K \Delta_L y, \]  

\[ \sum_{p=-M}^{K} \delta_{NL}[p] - V_{min} \leq x[m] < \sum_{p=-M}^{K+1} \delta_{NL}[p] - V_{min}, \]  

(5)

where,

\[ M_N = \frac{2^L}{2}, \]  

(6)

and,

\[ \delta_{NL}[m] = \Delta_x(1 + DNL[m]), \]  

(7)

Note that this is for the traditional mid-riser stair-step transfer function, such as the one partially shown in Figure 1. Should a BEET compensator be applied to the ADC, a new transfer function would effectively be created. A BEET compensated ADC transfer function, with all variables consistent with the previous development and \( \Delta_{L+\eta} y \) equalling the LSB of an \( L+\eta \) converter, is described as:

\[ y[m] = K \Delta_{L+\eta} y, \]  

\[ \sum_{p=-M}^{K} \delta_{I}[p] - V_{min} \leq \delta_{NL}[m] < \sum_{p=-M}^{K+1} \delta_{I}[p] - V_{min}, \]  

(8)

where,

\[ M_\eta = \left[ \frac{2^{L+\eta}}{2} \right], \]  

(9)

and,

\[ \sum_{p=-M}^{m} \delta_{NL}[p] \leq x[m] < \sum_{p=-M}^{m+1} \delta_{NL}[p], \]  

(10)
Essentially, the new transfer function is created by identifying the ideal location of the L-bit transfer function on the ideal L+η transfer function. A straightforward application of Equation 5 and Equation 8 can yield the transfer functions shown in Figure 4.

Notice that what BEET effectively accomplishes is a mapping of the original transfer function onto the ideal L+η bit transfer function. Such a mapping improves the linearity of the ADC with a high-resolution midpoint correction. A special case of BEET is for when η=0, in which case it is a traditional error-table compensator.

### VI. SIMULATION OF BEET CORRECTION

Using Equation 5 and Equation 8, various compensators can be simulated into ADCs. Using multiple random ADC transfer functions, the impact of \( \eta \) on the SFDR, SINAD, and ENOB are evaluated. Similar to industry specifications, the random transfer functions are produced with bounded Gaussian DNLs and INLs. For the purpose of this test, the maximum DNL and INL values are measured according to best-fit criterion. Thus, the maximum (DNL,INL) pairings for the simulations are: (0.2,0.35), (0.6,0.9), and (0.5,1.0). A single sine wave at a frequency of 75 MHz is sampled at a rate of 3.125 GHz.

As shown in Table I, the mean and variance of the histograms show improvement as BEET’s \( \eta \) parameter is increased. Notice the improvement in all three metrics for the small DNL and INL. The error table method improved the quantized signal’s SFDR by 2.869dB, while BEET improves the SFDR by an additional 3.833dB. BEET also offers significant improvements in SINAD and ENOB. Notice that the SINAD and ENOB trend toward the ideal value of 50dB and 8 bits, respectively. If \( \eta \) is increased without bounds, the converter’s SINAD and ENOB will not reach the ideal values because of the uneven quantization bins; however, they will significantly improve towards this value. Figure 5 provides the histogram distribution of the quantized signals’ SFDR for the (0.6,0.9) case. Figure 6 shows how a BEET compensator, using \( \eta = 4 \), improves the SFDR for the the identical set of (0.6,0.9) cases Figure 5 represents. The gaussian mean is improved by nearly 12dB, with a dramatic 1.7dB decrease in variance. These values can be seen in Table III in relation to other sub-bit values, ENOB, and SINAD. Note that a BEET compensator with zero additional bits is a traditional error table, and thus can be treated as a special case.

### VII. CONCLUSIONS

In this paper, a fractional-bit ADC compensation technique has been discussed, modeled, and simulated. It is shown that the BEET method of error compensation yields more improvement for a converter’s SFDR and SINAD than traditional error-table compensation. Yet, the BEET method is still as simplistic as traditional error tables. Reducing the data’s LSB size and subsequently improving the accuracy of the uncompensated data benefit the SFDR, ENOB, and SINAD of the data.
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