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Abstract – The development and use of many diverse ontologies to support the representational needs of different sources and different contexts is common and necessary. However, the increased sharing of databases implementing heterogeneous ontologies pose the problem of ontological alignment. Ontology alignment typically consists of manual operations from users with different experiences and understandings and limited reporting is conducted in the quality of mappings. To assist the International Organization for Standards (ISO) in standards development for information and data quality assessment, we propose an approach using relative entropy for semantic uncertainty analysis. Information theory has widely been adopted and provides uncertainty assessment for quality of service (QoS) analysis. Quality of information (QOI) or Information Quality (IQ) definitions for semantic assessment can be used to bridge the gap between ontology (semantic) uncertainty alignment and information theory (symbolic) analysis. Pragmatically aiding users of the shared ontologies requires assessments of the cognitive mental models, recognition of semantic classifications, and action over timeliness, throughput, confidence, and accuracy of the translations. In this paper, we explore issues of ontology uncertainty alignment utilizing the elements of information theory (KL divergence or relative entropy). A maritime domain situational awareness example with ship semantic labels is shown to demonstrate ontology alignment uncertainty assessment for data quality standards to assist users for pragmatic surveillance.
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1 Introduction

In this paper, we explore the requirements for an ontology alignment uncertainty analysis through information quality and information theory. Ontology development includes syntactic, semantic, and pragmatic issues that require uncertainty assessment. To assess these issues is the Ontology Alignment Evaluation Initiative (http://oaei.ontologymatching.org/) with the goals of:

- assessing strength and weakness of alignment/matching systems;
- comparing performance of techniques;
- increasing communication among algorithm developers;
- developing evaluation techniques; and
- improving the work on ontology alignment/matching.

To meet these goals, controlled experimental evaluation of the techniques and performances are conducted. To further develop the evaluation techniques, we need to address the uncertainty issues in ontological alignment.

Our goal is to prioritize the uncertainty information so that a user could determine which information needs better translation (semantic alignment), or which data lacks uncertainty. Currently, the user does not list uncertainty in an ontology mapping. During the matching of ontologies, the user lists the information without reporting the capability of the quality of the mapping.

1.1 Ontological Alignment and Merging

Gruber [1, 2] succinctly defines an ontology as a specification of a conceptualization. Ontologies have been designed for knowledge management, use, and sharing. Since an ontology is a theory of a consistent (but not complete) formal vocabulary, agents operate on the information which can be uncertain. Classes, relations, functions, or other objects in normal human discourse and readable text describing what the names mean enable communication; however, if agents do not share the exact vocabulary, there can be mismatches or inexact meanings in the understanding of knowledge.

To design decision support information fusion systems [3], there is a need to have a defined vocabulary of information such as object identifications. Definitions of semantic content is important for situation awareness [4, 5] and metric analysis for fusing different ontologies through sensor management [6]. When designing decision-support systems, not only is the vocabulary important, but how the user interprets the information for threat prediction and situation awareness [7] which can be affected by experience and emotions [8].

Like federating databases, merging two ontologies includes specifications of conceptualizations which are interlocking systems of institutional facts [9, 10]. Colomb establishes that to merge ontologies, the argument requires...
a contextual definition of what it means for systems of facts from operational organizations to be interlocking.

To be interoperable, information fusion systems need a shared conceptualization of the application domain [11]. Translation uncertainty is a natural consequence of the ontology alignment process. In order to support information fusion and decision making, it is necessary to qualify and quantify such uncertainty. The goal is to qualify the uncertainty associated with alignment of two ontological information fusion systems [12] for decision making [13]. Information theory has long been regarded as a method of assessing vocabulary content, however, there is need to also evaluate the uncertainty in meaning for the successful merging of databases. Issues in semantic content for a sensor exploitation system include (a) ontology standardization [14] - multiple semantic labels can be attributed to the same information, (b) ontology alignment [15] - when there is not a shared vocabulary a linking is required, and (c) ontology analysis [16] – same, incomplete, or imprecise labels for different information.

1.2 Information Fusion Ontology Research

The use of ontologies in information fusion includes situational awareness (SA) [17, 18], command and control [19], decision support, and situation management [20, 21]. These systems are designed for a specific application. Examples of such issues are agent communication net-centric warfare [22]. Current developments in other communities include biomedical research [23] and web services [24]. These communities have a plethora of articles describing examples of interoperability topics that could be leveraged by the information fusion community.

As the user works with labels, it is important to incorporate the user with machine fusion systems through ontology representations (i.e. semantic content labels) as shown in Figure 1. The synergy between the ontology community using data fusion [25, 26] and the information fusion looking at ontology issues in high-level information fusion [27, 28], threat ontologies based on the target intent, capability, and opportunity [29]. Other examples include probabilistic methods [30], data sources [31] and scene understanding [32].

Examples include knowledge-based mission analysis [33], semi-automated ontology development [34], and semantic-oriented services architectures [35], and soft messaging [36]. With various applications researching ontology developments, there is a need to understand the alignment process and match the reporting results with users needs in high-level information fusion [37, 38, 39].

Duckham and Worboys [16] list many categories to be considered in ontology research:

- **Semantic alignment:** whether or not the labeling correspond to meaningful categories of alignment.
- **Inaccuracy of information:** the segmentation of the geographical boundaries
- **Imprecision:** the representation of the segmented areas
- **Vagueness:** uncertainty in the boundaries

**Uncertainty:** the stochastic randomness in the collection boundaries.

1.3 Data Quality Measures in Ontology

The ISO 211 Data Quality Information [40] standard is one example of numerous efforts to standardize information and data quality. The ISO 19115 Metadata standard includes non-quantitative and quantitative quality information; however, the ISO 19114 Quality Evaluation report includes on quantitative reporting from data quality attributes of scope, measure, procedure, results, and type as well as the time of reporting. From the reporting of quality measures, such as ontology alignment uncertainty, there is a need to assess the non-quantitative information in the quantitative reporting.

![Figure 1. Evaluating and reporting Data quality measures](image)

The rest of the paper is as follows. Section 2 overviews the uncertainty analysis as it relates to metrics of data quality. Section 3 establishes the notion of a semantic distance and Section 4 overviews information theory. Section 5 provides a maritime-domain awareness model with a conclusion in Section 6.

2 Uncertainty Analysis

Uncertainty has many definitions and recent efforts to understand the information content the World Wide Web has fostered research in quality of information or information quality analysis. Klir, established a taxonomy of uncertainty categories shown in Figure 2. [41]

![Figure 2. Klir and Yun’s basic types of uncertainty](image)
2.1 Accuracy and Precision

Statistical methods of uncertainty analysis from measurement systems include accuracy and precision, shown in Figure 2. The use of distance metrics (accuracy) and precision metrics (standard deviations) help to analyze whether the measurement is calibrated and repeatable. We would desire the same analysis for semantic content with precise meanings and consistent understanding.

Figure 3. Uncertainty defined as precision and accuracy.

Ontologies must be able to account for the uncertainty between databases and be able to model it qualitatively, semantically, and quantitatively. Using the quality of service (QoS) and quality or information (IQ) we can better realize a modeling capability between ontologies and uncertainty analysis.

2.2 Information Quality and QoS

Quality of Service metrics include accuracy, probability of error, timeliness, throughput, and cost. Blasch, [6] mapped these into fusion metrics to include confidence as lack of error as shown in the left column of Figure 4. Information quality has also a coalescing of terms and relates to the QoS metrics. The goal then is to see how these quality definitions can be used for uncertainty analysis (shown in Figure 3 right column – from Klir’s definitions) for ontology alignment. One concern is that reliability has yet to be defined in the fusion literature, but is well known in industry [43, 44]. From Figure 4, these definitions can be loosely correlated in related categories as shown in the rows in Figure 4. For example, QoS accuracy maps to IQ accuracy. The key for ontology research is to determine the mapping of representational IQ into the discord ambiguity and fuzziness areas moving from sound mathematical principles in information theory to translation uncertainty in ontology alignment.

Data quality is important to net-centric fusion [45]. While many of the definitions are not consistent with the information quality definitions, it does validate the need to clearly define a vocabulary of uncertainty [46]. Intrinsic IQ accuracy and believability relates to nonspecific ambiguity imprecision and generality. Contextual IQ completeness and timeliness correspond with non-specific ambiguity of variety. Accessibility IQ does not specifically relate to an uncertainty category. Definitions of data with semantic uncertainty in Klir’s model include vagueness, completeness, fuzziness, interpretability and conflict are mapped to representational IQ. To utilize the IQ taxonomy, two overlaps arise with completeness and consistency.

Figure 4 is a mapping between the Quality of Service definitions, the Information Quality definitions, and categories of uncertainty. When we look at ontological alignment issues, it could utilize a mapping of uncertainty (fuzziness and discord ambiguity) and representation IQ for pragmatic and semantic analysis; while information theory has been applied to QOS and QOI information over syntactic symbols. The requirements of information quality demonstrate the need for linking the formalism of information theory with the knowledge representation from ontology research.

A key measure of information in the theory is known as entropy, $H$, which is usually expressed by the average number of bits needed for storage or communication. Intuitively, entropy quantifies the average uncertainty of an information source represented by a random variable.

$$H(X) = E_x \left[ I(x) \right] = - \sum_{x \in X} p(x) \log p(x) \quad (1)$$

To determine accuracy of translations between ontologies, we need to establish the concept of a semantic distance.

3 The Concept of Semantic Distance

When two symbols denote concepts that are close but are not synonyms or completely congruent, we say that there is some sort of related similarity (or distance) between these terms. In trying to align distinct ontologies together, we establish correspondence relationships between symbols where semantic distance is an inherent part of the resulting matching solution. In practice, we often discard such considerations, but this may result in semantic loss.

We would like some sort of mechanism to alleviate the uncertainty on the exactness of a translation. To do so, we need some sort of a method to measure that distance, but even before that we are confronted with the very nature of that distance, what it represents and how it is defined. Of course, there are several views on this from many research efforts. We will assume that semantic distance and semantic similarity relate to the measurement construct.
3.1 Semantic Similarity
Rodriguez [47] gives an account of four classes of models for semantic similarity assessment and how it is defined within those contexts:

- **Feature-based** models define the semantic similarity by comparison of concept characteristics such as properties, roles, rules, etc.
- Models based on **semantic relations** make use of semantic networks and how far two nodes (concepts) are from one another. This model is not foreign to a certain practice motivated by structuralism.
- Models based on **information content** establish semantic similarity between concepts by comparison of how much information there is to support the concept and how specific it is. Its underlying assumption is that abstract concepts present less information and influence some function occurrence within a corpus of text. This model is less dependent on structure but very sensitive to aspects related to its assumption. It might not be the right model for semantic interoperability since two distinct ontologies might not present the same characteristics of abstractedness.
- **Context-based models** consider syntactic, semantic, pragmatic and stylistic factors to establish how words can be substituted within a sentence. The higher the degree of substitution indicates the higher the semantic similarity.

Rodriguez proposes the matching-distance model for a single ontology, which is limited when dealing with large-scale semantic interoperability standards.

Determining the most suitable model for source-to-fusion node ontological alignment is still an active research area. Thus, we ask ourselves how semantic distance measures could be exploited in refining the fusion process. [48] However, we are quite confident in stating that disregarding semantic distance may lead to erroneous handling of information and thus impede the overall fusion process. To avoid this, we suggest that this aspect be explicitly reflected in a semantic distance measurement.

**Semantic distance** refers to the disparity between the user's intentions and the meaning in the interface language, while articulatory distance refers to the distance between the physical form of the interface language and its meaning. [49] On the execution side, semantic distance of the interface is reduced if the user's intentions can be expressed in the command language in a concise manner [50]. The goal should be to match the level of description required by the interface language to the level at which the person thinks of the task. On the evaluation side, semantic distance is reduced if the displayed objects represent the higher level concepts that people naturally adopt when reasoning in the problem domain. In this case, the goal should be to provide a powerful, productive way of thinking about the domain. [51] Figure 5 presents a model of how a user would interact with an automated ontology alignment decision support aid.

![Figure 5. Execution & evaluation (Based on [52]).](image)

Modeling the human user typically includes three interacting subsystems: (1) the perceptual system, (2) the motor system, and (3) the cognitive system. The cognitive system is fundamentally parallel (with selective interrupt handling) in its recognition phase and fundamentally serial in its action phase. Since a user conducts the ontology mapping, there are semantic issues of cognitive bias and syntactic issues in symbol or word associations. Finally, there are pragmatic issues surrounding ones experiences, familiarity, and use of the various ontologies.

3.2 Cognitive Bias
Judgment or decision-making errors include various user biases in ontology mappings. Most ontology translations are done by hand to link meanings as a computer algorithms have yet to match the plethora of established ontologies. Over the years, there have been many biases listed in the literature [53] categorized into behavioral, decision-making, probability and belief, social, memory, and cognitive groups. Bias clearly relates to ontology uncertainties that have to be accounted for in ontology alignment. Table 1 lists a few of these (as examples) that can be important for presentation of information decision quality in user induced errors.

<table>
<thead>
<tr>
<th>Bias Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability Bias</td>
<td>Recall of specific incidents affects judgments of frequency (Tversky, 1973)</td>
</tr>
<tr>
<td>Attentional Bias</td>
<td>Tendency to neglect relevant data when making correlation/association decisions (Wason, 1960)</td>
</tr>
<tr>
<td>Belief Bias</td>
<td>Likelihood of the conclusion affects logical strength argument evaluation (Nisbett 1980)</td>
</tr>
<tr>
<td>Confirmation Bias</td>
<td>Seeks data consistent with own opinion and ignore disconfirming evidence (Einhorn, 1978)</td>
</tr>
<tr>
<td>Concrete Info. Bias</td>
<td>Experienced data tends to dominate abstract statistical summary information (Anderson, 1981)</td>
</tr>
<tr>
<td>Frequency Bias</td>
<td>Focus on absolute frequency of events rather than their relative frequency for predictive relationship evaluation (Cannon-Bowers, 1981)</td>
</tr>
<tr>
<td>Miscommunication</td>
<td>Smooth communication and coordination depend on team shared mental models (Andersen, 1981)</td>
</tr>
<tr>
<td>Primacy Effect</td>
<td>Information presented first is weighted more heavily than data presented later (Cannon-Bowers, 1981)</td>
</tr>
<tr>
<td>Primacy Effect</td>
<td>Information presented first is weighted more heavily than data presented later (Cannon-Bowers, 1981)</td>
</tr>
</tbody>
</table>

Table 1. User Factors that Influence Decision Quality
Some of the ontological issues for evaluation uncertainty and bias mitigation include:

- **Availability Bias** [54]: Utilize context sensitive cues to determine the incident likelihood to aid in categorization spanning the incident history to reduce the likelihood that prior incidents will be more heavily weighted when making a decision.
- **CONFIRMATION BIAS** [55]: Provide knowledge agents that alert users when the value for a particular cue falls outside of a pre-specified range.
- **CONCRETE INFORMATION BIAS** [56]: Afford displays that provide context dependent cues to help focus attention on the situational awareness and not current perceptions.
- **FREQUENCY BIAS** [57]: Instrument dynamic processes to represent functional relationships between variables rather than the value of individual variables.
- **MISCOMMUNICATION DUE TO LACK OF SHARED MENTAL MODELS** [58]: Foster a shared view of the problem space for common understanding of the current situation to facilitate effective communication.
- **PRIMACY EFFECT** [59]: Manipulate salience to ensure equal visibility of all information being utilized to make a decision.

Along with the cognitive aspects of ontological semantic mapping is the syntactic (symbolic) and pragmatic goals.

### 3.3 Recognition and Action

Symbolic manipulation has been well established in the ordering and processing of word. A user’s working memory, consist of symbols, called **chunks**, that may themselves be organized into larger units [60, 61]. However, successful retrieval of a chunk depends on whether associations to it can be found. Retrieval error results from (1) lack of effective associations, or (2) similar associations to several chunks interfere with the retrieval of the target chunk. Linking a user’s ontological knowledge with domain knowledge requires **semantic coding** of information and actions.

One of the leading developments included hand-eye coordination for spatial analysis, which can be utilized for ontological semantic analysis. Utilizing **Fitt’s Law** [62] to determine, we can determine the timeliness of action. The time to move the hand to a target depends only on the relative precision required, that is, the ratio between the target's distance and its size. The time $T_{PO}$ to move the hand to a target of size $S$ that lies a distance $D$ away is given by:

$$T_{PO} = I_m \log_2 \left[ D/S + 0.5 \right]$$

where $I_m = 100$ [70-120] msec/bit. (2)

Using the information theory principle, decision time $T$ increases with uncertainty about the judgment or decision to be made:

$$T = I_c \cdot H$$

where $H$ is the information-theoretic entropy of the decision and $I_c = 150$ [0-157] msec/bit. For $n$ equally probable alternatives (called **Hick’s law** [63]),

$$H = \log_2 (n+1)$$

(4)

For $n$ alternatives with different probabilities, $p_i$, of occurrence,

$$H = \sum_i \log_2 (1/p_i + 1).$$

(5)

Utilizing the information-theoretic approaches for target recognition, Card applied these methods to word recognition based on the frequency of letters in the semantic dictionary. For example, recognition rates of words fell between 17 to 25 words per minute.

While word recognition does not solve the problems of word ontology alignment, it does demonstrate that timelines, confidence, and throughput can be addressed; while accuracy, fuzziness, and ambiguity in meaning have yet to be solved.

To address the ontology alignment problem, and utilizing the elements of information quality, we can establish link between uncertainty analysis and ontology mapping through information theory.

### 4 Information Theory

We will utilize the relative entropy analysis to assess the information content. [64, 65]

#### 4.1 KL Divergence

In information theory, the **Kullback–Leibler divergence** [66], (also **information divergence**, **information gain**, or **relative entropy**) is a non-symmetric measure of the difference between two probability distributions $P$ and $Q$. KL measures the expected number of extra bits required to code samples from $P$ when using a code based on $Q$, rather than using a code based on $P$. Typically $P$ represents the "true" distribution of data, observations, or a precise calculated theoretical distribution. The measure $Q$ typically represents a theory, model, description, or approximation of $P$. Like Discrimination gain, there is minimal discrimination information (MDI) that can be utilized for sensor placement.

For probability distributions $P$ and $Q$ of a discrete random variable their K–L divergence is defined to be

$$D_{KL} (P \parallel Q) = \sum_i P(i) \log \frac{P(i)}{Q(i)}$$

(6)

The K-L divergence is only defined when $P > 0$ and $Q > 0$ for all values of $i$, and when $P$ and $Q$ both sum to 1.

One might be tempted to call it a "distance metric" on the space of probability distributions, but this would not be correct as the Kullback–Leibler divergence is not symmetric – that is, $D_{KL} (P \parallel Q) \neq D_{KL} (Q \parallel P)$ – nor does it satisfy the triangle inequality. Still, being a pre-metric, it generates a topology on the space of generalized
probability distributions, of which probability distributions proper are a special case. Following Renyi [67], the term is sometimes also called the information gain about \( X \) achieved if \( P \) can be used instead of \( Q \). It is also called the relative entropy, for using \( Q \) instead of \( P \), KL is closely related to information theory concepts of mutual information and relative information.

The mutual information,

\[
I(X; Y) = D_{KL}(P(X, Y) \parallel P(X)P(Y)) = \mathbb{E}_X \{ D_{KL}(P(Y|X) \parallel P(Y)) \} = \mathbb{E}_Y \{ D_{KL}(P(X|Y) \parallel P(X)) \}
\]

is the KL divergence of the product \( P(X)P(Y) \) of the two marginal probability distributions from the joint probability distribution \( P(X,Y) \) — i.e. the expected number of extra bits that must be transmitted to identify \( X \) and \( Y \) if they are coded using only their marginal distributions instead of the joint distribution. Equivalently, if the joint probability \( P(X,Y) \) is known, it is the expected number of extra bits that must on average be sent to identify \( Y \) if the value of \( X \) is not already known to the receiver.

The conditional entropy,

\[
H(X | Y) = \log N - D_{KL}(P(X, Y) \parallel P_U(X)P(Y)) = H(X) - I(X; Y)
\]

is the number of bits which would have to be transmitted to identify \( X \) from \( N \) equally likely possibilities, less the KL divergence of the product distribution \( P_U(X)P(Y) \) from the true joint distribution \( P(X,Y) \) — i.e. less the expected number of bits saved which would have had to be sent if the value of \( X \) were coded according to the uniform distribution \( P_U(X) \) rather than the conditional distribution \( P(X|Y) \) of \( X \) given \( Y \).

4.2 Symmetrized divergence

Kullback and Leibler defined the divergence as:

\[
D_{KL}(P \parallel Q) + D_{KL}(Q \parallel P)
\]

which is symmetric and nonnegative. This quantity has sometimes been used for feature selection in classification problems, where \( P \) and \( Q \) are the conditional pdfs of a feature under two different classes.

An alternative is given via the \( \lambda \) divergence,

\[
D_{\lambda}(P \parallel Q) = \lambda D_{KL}(P \parallel \lambda P + [1-\lambda] Q) + (1-\lambda) D_{KL}(Q \parallel \lambda P + [1-\lambda] Q)
\]

which can be interpreted as the expected information gain about \( X \) from discovering which probability distribution \( X \) is drawn from, \( P \) or \( Q \), if they currently have probabilities \( \lambda \) and \( (1-\lambda) \) respectively.

The value \( \lambda = 0.5 \) gives the Jensen–Shannon divergence, defined by

\[
D_{JS} = (\frac{1}{2}) D_{KL}(P \parallel M) + (\frac{1}{2}) D_{KL}(Q \parallel M)
\]

where \( M \) is the average of the two distributions,

\[
M = (\frac{1}{2}) (P + Q)
\]

\( D_{JS} \) can also be interpreted as the capacity of a noisy information channel with two inputs giving the output distributions \( p \) and \( q \). The Jensen–Shannon divergence is the square of a metric that is equivalent to the Hellinger metric, and the Jensen–Shannon divergence is also equal to one-half the so-called Jeffrey’s divergence [68,69].

4.3 Definition of Mutual Information

Formally, the mutual information of two discrete random variables \( X \) and \( Y \) can be defined as: [70]

\[
I(X; Y) = \sum_{y \in Y} \sum_{x \in X} p(x,y) \log \left( \frac{p(x,y)}{p_1(x)p_2(y)} \right)
\]

where \( p(x,y) \) is the joint probability distribution function of \( X \) and \( Y \), and \( p_1(x) \) and \( p_2(y) \) are the marginal probability distribution functions of \( X \) and \( Y \) respectively.

4.4 Normalized Information variants

Normalized variants of the mutual information are provided by the coefficients of constraint [71] or uncertainty coefficient [72]

\[
C_{XY} = \frac{I(X; Y)}{H(Y)} \text{ and } C_{YX} = \frac{I(X; Y)}{H(X)}
\]

The two coefficients are not necessarily equal. A more useful and symmetric scaled information measure is the redundancy

\[
R = \frac{I(X; Y)}{H(X) + H(Y)}
\]

which attains a minimum of zero when the variables are independent and a maximum value of

\[
R_{\text{max}} = \min \left( \frac{H(X), H(Y)}{H(X) + H(Y)} \right)
\]

when one variable becomes completely redundant with the knowledge of the other. Another symmetrical measure is the symmetric uncertainty [73], given by

\[
U(X, Y) = 2R = 2 \frac{I(X; Y)}{H(X) + H(Y)}
\]

which represents a weighted average of the two uncertainty coefficients.

We are interested in using the information theoretic measures for performance analysis [74] and ontological alignment evaluation in deducing uncertainty.
5 Example

Our example comes from a need to protect coastal areas [75], support operator needs, and [76] provide valuable performance metrics [77].

In this example, we are interested in the tracking and identification of ships [78]. Since the ships utilize a reporting system of their information and position, it can be ontologically used for semantic uncertainty analysis. Issues arise in prediction of future locations [79], but we would investigate this at a later time. We use the Automatic Information System (AIS) database of ship identification [80]. While there are 99 designations of ship types, not all are used. For purposes of the analysis, we use a subset of the information to determine the semantic uncertainty. Recent efforts include decision support using the ship designations [81].

We assume that we have two systems that are collecting information on the maritime scenario. Both systems collect and label their products differently. We need to align (or match) the ontology representations of the physical objects to the situation for coordination with the image displays of the coastal areas.

5.1 Use of the Classifications

For the ship designation [82], the classifications are meant to separate the meanings of the different types of ships. The general categories include:

- [20-29] Wing in ground (WIG) with different hazardous categories
- [30-39] pleasure and military ops
- [40-48] High speed craft (HSC) with various hazardous categories
- [50-59] port law enforcement
- [60-69] passenger with various hazardous categories
- [70-79] cargo, with various hazardous categories
- [80-89] tanker, with various hazardous categories
- [90-99] other with various hazardous categories

We use a subset of the categories for the simulation.

21 Wing in ground Hazardous category A
41 Hi speed craft Hazardous category A
50 Pilot Vessel
52 Search and Rescue Vessel
56 Spare Local Vessel
61 Passenger Hazardous category A
71 Cargo Hazardous category A
81 Tanker Hazardous category A

From the designations, there are semantic issues associated with the labeling. Before looking at a situation in which the operators are communicating; it is noted that the number designation and the ship size could confer physical and quantifiable data; however, if a ship is not communicating with the port authorities, the human observers would try to identify the ship and most likely place it in one of the categories.

5.2 Case 1: Similar meaning

21 Wing in ground Hazardous category A
41 Hi speed craft Hazardous category A

We calculate the KL divergence, KL-Symmetric Divergence and symmetric uncertainty [83]. Also, in Figure 6 we plot the entropy, conditional entropy, and mutual information of the classifications between category 21 and 41.

5.3 Case 2: Different Meaning

21 Wing in ground Hazardous category A
52 Search and Rescue Vessel

We calculate the KL divergence, KL-Symmetric Divergence and symmetric uncertainty [83]. Also, in Figure 7 we plot the entropy, conditional entropy, and mutual information of the classifications between category 21 and 52.
From Figure 7, it is easy to see that with no overlap, the divergence in semantic distance is larger when different categories are used to designate the ship type. Problems may arise when an undesignated ship is conducted unauthorized activities. During the excitement, there are issues associated with the cultural factors affected the decision making [84], which could lead to ontology discord.

Semantic uncertainty can be determined from various sources of information and we utilize the KL metrics to determine the semantic relationships of ontology mapping. When the ontology is aligned, the KL divergence decreases, whereas when the ontologies are not aligned, the KL divergence increases. It is important to note that the KL value does not necessarily correspond with the ontology alignment quality, but rather indicates a possible uncertainty with the ontology alignment.

6 Conclusions
We explored the issues in ontology alignment through methods of information quality and information theory. For ontological alignment, many open questions still remain such as (1) how to deal with mismatch and mapping uncertainty in ontologies, (2) coordination between different standards for interoperability, and (3) how to evaluate ontology alignment using uncertainty measurements. We presented a simple case for maritime domain awareness for ship classifications and used the information-theoretic KL divergence as a measure to capture the dissimilarity in ontologies.

The ISO quality standards community is actively seeking methods to determine the quantitative and qualitative uncertainties in ontology alignment. Together, the integration of the hard-soft ontology alignment would aid in command and control, synergistic collection of surveillance information, and decision support systems to provide reasoning and understanding over the situation.
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