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Abstract—Naturally occurring atmospheric noise encountered at the input to an extremely low frequency (ELF) receiver is non-Gaussian, consisting of the sum of a low-level Gaussian background and strong narrow pulses caused by single lightning strokes from nearby thunderstorms. It has been known for a number of years that significant improvements in performance can be achieved if the non-Gaussian nature of the noise is considered when the ELF receiver is designed. The optimum receiver structure for detecting known threshold signals in additive white non-Gaussian noise is known to be the same as that which should be used if the noise were Gaussian, except that a zero-memory nonlinearity is placed between the receiver input and the Gaussian detector. The input-output characteristic of the nonlinearity is given by \(-d/dx [\ln p_n(x)]\), where \(p_n(x)\) is the first-order amplitude probability density function of the additive noise.

In this paper, the performance of this receiver, as well as of those where the nonlinearity is replaced by either a clipper, hole puncher, or hard limiter, is analytically evaluated for Middleton's Class B Noise Model. Although this analytical approach is different than the earlier empirical approach taken by Evans and Griffiths, it reaches identical conclusions concerning the design choice of the nonlinear noise processor for use at ELF. Briefly, it confirms that the optimum nonlinearity can achieve an improvement of as much as 20 dB in effective signal-to-noise ratio. Moreover, it shows that the more practical clipper achieves an improvement typically within 0.5 dB of the optimum nonlinearity.

I. INTRODUCTION

Atmospheric noise in the extremely low-frequency (ELF) band of 20-500 Hz is caused by lightning strokes occurring worldwide [1]-[3]. A time history of this noise includes 1) a Gaussian background (which is the summation of distant lightning strokes attenuated and stretched in time by propagation through the earth-ionosphere waveguide) and 2) strong narrow pulses caused by single lightning strokes from nearby thunderstorms. The resulting noise at the input of an ELF receiver is distinctly non-Gaussian. Significant improvements in performance can be achieved if the non-Gaussian nature of this noise is considered when the receiver is designed.

The optimum receiver structure for detecting known threshold signals (i.e., low signal-to-noise ratio (SNR)) in additive white non-Gaussian noise is the same as that which should be used if the noise were Gaussian, except that a zero-memory nonlinearity should precede it. The input-output characteristic of the nonlinearity is given by \(-d/dx [\ln p_n(x)]\), where \(p_n(x)\) is the amplitude probability density function of the noise. In practice, the locally optimum nonlinearity is often replaced by a more easily implemented suboptimum nonlinearity, such as a clipper, hole puncher, or hard limiter. The input-output characteristics of these suboptimum nonlinearities are shown in Fig. 1.

The receivers presently in service for the U.S. Navy experimental ELF program, which is known as the System Evaluation Operations (SVO), and the receiver currently under development for the operational ELF system both use the adaptive nonlinear noise processor and associated filtering that was first developed by M.I.T./Lincoln Laboratory in the early 1970's [4]-[6]. This design was based on the results of an empirical study that used digital tapes of time histories of high-level ELF atmospheric noise from several submarine operating areas.

In this paper, the improvements gained in the detection of known signals in additive white non-Gaussian noise by the use of a locally optimum threshold receiver (LOTR) and several suboptimum receivers are examined. The improvements are evaluated by numerically integrating the mathematical expressions of the receiver performance for a noise model that appears to adequately describe ELF noise. This analytical approach is entirely different than the earlier empirical approach taken by Evans and Griffiths [4]-[6]. The most significant contribution of this study is the comparison of the performance of receivers with the simple suboptimum nonlinearities to the performance of the LOTR.

II. OPTIMUM RECEIVER STRUCTURES

The locally optimum receiver structure for the threshold detection of binary coherent signals in an additive white noise environment is well known [7]-[9]. The derivation of this structure is summarized here to emphasize its primary assumptions.

The receiver structure is derived for a memoryless channel, in which the source output under hypothesis \(H_1\) is a known signal \(s(t)\), and under hypothesis \(H_0\) is zero. Before observation, these source outputs are corrupted by an additive noise \(n(t)\). The corrupted waveforms are then sampled uniformly to obtain \(N\) samples. Each noise sample is a zero mean random variable \(n_i\), with a variance \(\sigma_n^2\) and a first-order amplitude probability density function \(p_n(x)\). The noise samples are assumed to be independent identically distributed random variables and are independent of the source output. The observations under the two hypotheses are

\[
H_1: z_i = s_i + n_i, \quad i = 1, 2, \ldots, N
\]

\[
H_0: z_i = n_i, \quad i = 1, 2, \ldots, N.
\]
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The receiver that optimizes performance chooses between $H_1$ and $H_0$, by comparing $p_{z_i|H_1}(z_i/H_1)$ with $p_{z_i|H_0}(z_i/H_0)$ relative to some constant threshold $\lambda$ which is determined by the \textit{a priori} probabilities of $H_1$ and $H_0$ and an "optimality criterion.''

Because the additive noise samples are independent identically distributed random variables and the signal components are completely known, the conditional probability density function of the received vectors $z$ can be expressed in terms of the density functions of the individual noise components $p_z(n_i)$. Hence, the receiver uses the following likelihood ratio as its test statistic:

$$
\ln \Lambda(z) = \sum_{i=1}^{N} [\ln p_z(z_i - s_i)] - \sum_{i=1}^{N} [\ln p_z(z_i)] \begin{cases} H_1 \leq \ln \lambda. \\ H_0 \end{cases}
$$

(1)

When the operations of (1) are performed, one form of the optimum receiver has been implemented; there are, however, other possible optimum structures that, by definition, would yield equal performance. If, for example, each of the terms within the sums of (1) is expanded into an infinite Taylor series about $z_i$, the likelihood ratio test becomes

$$
\ln \Lambda(z) = \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \left[ \sum_{i=1}^{N} s_i^k \frac{d^k}{dz_i^k} [\ln p_z(z_i)] \right] \begin{cases} H_1 \leq \ln \lambda. \\ H_0 \end{cases}
$$

(2)

The optimum receiver, then, consists of a weighted sum of an infinite number of paths. Each path is made up of a matched filter preceded by a zero-memory nonlinear device. The $j$th path has the form of a filter matched to the $j$th power of the signal; this filter is preceded by a nonlinearity with an input-output transfer function given by the $j$th derivative of the logarithm of the first order amplitude probability density function of the noise. This receiver structure is interesting, because it clearly reduces to the expected structure for Gaussian noise and to a simple structure for threshold detection.

For the case of threshold detection, the input signal is sufficiently small to ensure that the higher order terms of $s_i$ in (2) are negligible relative to the first two terms. The second term has been shown to include a bias term that does not become small for large values of $N$ [10]. This bias term does not change the spacing or the probability density functions of the test statistic under the two hypotheses but equivalently results in a new threshold, which will be denoted as $\lambda_1$. If a Neyman-Pearson test is used, as in the U.S. Navy ELF receiver, it is not necessary to calculate this second term. The likelihood ratio test then reduces to

$$
\ln \Lambda(z) = \sum_{i=1}^{N} s_i \left[ -\frac{d}{dz_i} [\ln p_z(z_i)] \right] \begin{cases} H_1 \leq \ln \lambda_1 \\ H_0 \end{cases}
$$

(3)

resulting in the receiver block diagram shown in Fig. 2. Hence, for the case of threshold detection of known signals in independent identically distributed noise samples, the locally optimum receiver structure is a correlation receiver preceded by a zero-memory generally nonlinear function, with an input-output response equal to $-d/z_i [\ln p_z(z_i)]$. For Gaussian noise, this zero-memory function is linear, and the structure reduces to the expected correlator receiver. However, for non-Gaussian noise the first derivative of the logarithm of the density function is not a linear function of the input samples, and implementation of the locally optimum receiver requires knowledge of the first-order amplitude probability density function. If the outlined approach is followed, the locally optimum receiver structures for higher level hypotheses testing or for different hypotheses are easily derived. Generally, the resulting LOTR reduces to the structure that would be used for additive Gaussian noise, except that it is preceded by the zero-memory nonlinear device described above.

III. PERFORMANCE MEASURE

Now that the optimal receiver structure has been derived, it is of interest to determine the performance improvements that can be expected by use of this structure compared to the one in which the nonlinearity before the correlator is suboptimal or absent. Usually, the performance of a receiver is measured by the probability of error for a given signal energy. This requires that the probability density function of the test statistic be known or, alternatively, that the probability of error be bounded in some manner. For the case of threshold signals, the correlator must sum many received symbols to increase the SNR for satisfactory performance. As described previously, the nonlinear device tends to suppress large amplitude variations; thus each received digit is bounded. (From a practical point of view, the received symbols are bounded even when the receiver is intended to be linear, owing to the finite responses of amplifiers, filters, etc.) The test statistic, therefore, is the sum of independent finite variance random variables and, based on the Central Limit Theorem, is asymptotically Gaussian distributed. Because the density function of a Gaussian random variable is completely specified by its mean and variance, the SNR at the output of the correlator may be used to express receiver performance. Hence, the improvement factor $I$ is defined as the ratio of the output SNR of the nonlinear receiver to that of the linear receiver

$$
I = \frac{\text{SNR}_{NL}}{\text{SNR}_L} = \frac{\text{SNR at output of receiver with nonlinearity present}}{\text{SNR at output of receiver with nonlinearity removed}}
$$
The general form of the improvement factor is given by [11] as

$$I = \frac{\sigma_n^2 \left( \sum_{i=1}^{N} y_i \right)^2}{\left( \sum_{i=1}^{N} s_i^2 \right) \left( \sum_{i=1}^{N} s_i^2 \text{var}(y_i) \right)}$$

(4)

where $\bar{y}_i$ and var($y_i$) are the mean and variance of the output

$$p_n(z) = \Gamma\left(\frac{ma + 1}{2}\right) I_1^m(\frac{ma + 1}{2}, \frac{1}{2} \frac{z^2}{\Omega})$$

for $z \ll z_{OB}$

$$\frac{1}{\pi \sqrt{\Omega}} \sum_{m=0}^{\infty} (-1)^m \frac{A_\alpha^m}{m!} \Gamma\left(\frac{ma + 1}{2}\right) I^m_1\left(\frac{ma + 1}{2}, \frac{1}{2} \frac{z^2}{\Omega}\right), \quad |z| \geq z_{OB}$$

(6)

of the zero-memory nonlinearity $f(z_i)$ and $\sigma_n^2$ is the variance of the identically distributed input noise samples. The mean and variance of $y_i$ are defined by

$$\bar{y}_i = \int_{-\infty}^{\infty} f(z_i) p_n(z_i - s_i) dz_i$$

$$\text{var}(y_i) = \bar{y}_i^2 - \bar{y}_i^2$$

$$\bar{y}_i^2 = \int_{-\infty}^{\infty} f^2(z_i) p_n(z_i - s_i) dz_i$$

The improvement factor for any nonlinearity and signal can be derived from (4) and (5). The improvement factors for the locally optimum threshold nonlinearity (LOTNL) $I_{OPT}$, for the clipper $I_C$, for the hole puncher $I_{HP}$, and for the hard limiter $I_{HL}$ are given in [11]. It should be noted that while the SNR's at the correlator output depend on the signal structure, the improvement factors for the four nonlinearities are independent of the signal; this is a direct result of the small-signal assumption.

IV. CANONICAL NOISE MODEL

It is evident from the above discussion that the optimal receiver structure is highly dependent on the probability density function of the noise. Although various noise models have been proposed for particular environments, the only general one available to date is the Class B Noise Model suggested by Middleton [12]–[14]. This model is analytically tractable and provides excellent agreement with measured data for a variety of cases. It is canonical in nature; that is, the noise density function, which is characterized by various parameters, does not change form.

The Class B Noise Model treats noise in which the interference is highly impulsive, resulting in a noise bandwidth much greater than the front end bandwidth of the receiver. In this case, the model for the amplitude noise probability density is expressible as two distinct functions: one is valid for $|z| \leq z_{OB}$ and the other for $|z| > z_{OB}$. The second function approaches zero much more rapidly than the first as $z$ approaches infinity. It was already pointed out that a nonlinear device operating on threshold signals in this type of noise environment will suppress large excursions in the received waveform. Thus the noise power at the output of the nonlinear device is primarily determined by the noise density function $p_n(z)$ for $|z| \leq z_c$ where $z_c$ is the value at which significant suppression occurs. The more impulsive the noise environment, the more likely $z_c$ is smaller than $z_{OB}$. For this reason, only the first function in Middleton's model is used here. Thus

$$0 < \alpha < 2, A_{\alpha} > 0, \quad \Gamma(\cdot) \quad \text{gamma function},$$

$$1F_1(a; b; x) \quad \text{confluent hypergeometric function},$$

$$\Omega \quad \text{normalization factor}, \text{such that var}(z) = 1.$$
Fig. 3. APD of high-level ELF noise.

The input-output amplitude transfer characteristic is linear for small inputs, but varies as $1/z$ for large inputs; the larger the input pulse, the smaller the output. Fig. 4 is a plot of the complete LOTNL transfer function for the cases $A_\alpha = 1.0$ and $\alpha = 1.0$ and 0.2. The transfer functions of the clipper and hole puncher clearly bound the LOTNL for this noise model.

V. NONLINEAR RECEIVER PERFORMANCE

The improvement factor of a nonlinear receiver is a function of 1) the total noise power, 2) the shape of the noise probability density function, and 3) the input-output characteristics of the nonlinear device. The improvement factor for the LOTNL ($I_{OPT}$) has been numerically evaluated for threshold signals and Middleton’s Class B Model [11]. Figs. 5 and 6 are sample plots of the LOTNL improvement factor ($I_{OPT}$) as a function of $z_B$, $A_\alpha$, and $\alpha$. For smaller values of $A_\alpha$, the density function is Gaussian over a greater range of $z$, and the improvement factor depends strongly on the shape of the tails of amplitude probability density function. If the tails are decaying rapidly (larger $\alpha$), only modest improvements can be expected. However, if the tails approach zero very slowly (smaller $\alpha$), significant processing gains can be achieved. As $A_\alpha$ increases, the noise is Gaussian over a smaller range, and improvement will occur at lower values of $z_B$. Here, the shape of the tails also greatly affects the processing gain. In general, the improvement factor increases as $z_B$ and $A_\alpha$ increase and as $\alpha$ decreases. For high-level ELF noise, improvements of 10–20 dB are possible with the LOTR.

Because, in practice, the LOTNL is often replaced by a clipper, hole puncher, or hard limiter, it is important to examine the performance degradations caused by the use of these simpler suboptimal devices. The improvement factors for these suboptimal nonlinearities have also been evaluated for Middleton’s Class B Noise Model [11]; typical results are shown for
the clipper \(I_C\) and the hole puncher \(I_{HP}\) in Figs. 7 through 10. The performance of the clipper and hole puncher are functions of the clip level, or the percentage of time the input is in the nonlinear portion of the device. The hard limiter is shown as a special case of the clipper in which the clip level is set to yield 100-percent clipping.

Figs. 7 and 8 show the ratio of the clipper improvement factor to optimum improvement factor versus clip percentage for various \(A_\alpha\) and \(\alpha\). While the optimum clip level (that which results in the best performance) depends on the noise parameters defining the density function, the performance of the clipper relative to the optimum nonlinearity is not a strong function of the percentage of time in which the input is in the nonlinear portion of the transfer function. In fact, if the clip level is set to obtain 90-percent clipping, clipper performance will remain within 4.5 dB of the optimum over a large range of noise parameters. When the absolute measures shown in Figs. 5 and 6 are used, the optimal improvement factor is large for those values of \(\alpha\) where clipper performance decreases.

As the clipper performance decreases due to a decreasing \(\alpha\), the optimal receiver performance increases so that the clipper performance is always close to that of the optimal nonlinearity.

For high-level ELF noise, the clip level should be set to obtain a 40-percent clipping. This clip level yields a robust receiver performance, which is within 0.5 dB of the locally optimum nonlinearity and is degraded by less than a few tenths of a decibel for less impulsive ELF noise.

Even simpler than the clipper is the hard limiter, with an improvement performance \(I_{HL}\) approaching that of the clipper without the requirement for adaptive control of the clip level. The more impulsive the noise, the closer the performance of the hard limiter approaches that of the optimum clipper. For high-level ELF noise, the use of the hard limiter will result in as much as a 1.0-dB degradation relative to the adaptive clipper. The analytical results of this study do not confirm the larger degradations (up to 3 dB) for the hard limiter compared to the optimally adjusted clipper reported by Evans and Griffiths [4]; however, it is possible that low levels of powerline interference on some of the noise recordings used in the studies may have caused this greater degradation.

Figs. 9 and 10 show the performance degradations that result when the LOTNL is replaced by a hole puncher. An optimally adjusted hole puncher yielded a performance within 1 dB of the LOTNL for all of the noise parameters examined, including those that described the very impulsive noise that resulted in up to 4.5-dB degradations for a clipper. The performance of the hole puncher is very sensitive to both the clip level and the noise parameters, and the performance degrades rapidly when the clip level is misadjusted. For high-level ELF noise, the clip level for the hole puncher should be set to obtain between a 5 and 10 hole punching percentage. With a clip level in this range, the hole puncher relative performance \(I_{HP}/I_{OPT}\) would vary from 0.5 to 1.5 dB; this performance would depend on the clip level and actual parameters of the high-level ELF noise, with possible greater degradations for less impulsive ELF noise.

The receivers presently in service as part of the U.S. Navy experimental ELF program and those that will be part of the
operational ELF system under development both use an adaptive clipper as a nonlinearity before the demodulation and decoding portions of the receiver. In general, atmospheric noise samples are not independent; these samples are often corrupted by the addition of locally generated powerline interference, and individual noise spikes are "smeared" as they pass through the sea water above the receiving antenna. Such effects can reduce the improvements offered by a nonlinear receiver. To maximize the performance of the nonlinear ELF receiver, the U.S. Navy design places 1) a "whitening" filter, 2) a set of tracking notch filters to remove powerline interference, and 3) an "inverse ocean" filter before the adaptive clipper. The clip level is set, based on real time measurements, to maintain a 0.4 clip probability. Based on the results presented above, the adaptive clipper provides a more robust performance than a hole puncher and does not suffer the performance degradations of a hard limiter. The present ELF design should yield a performance within 0.5 dB of the performance that could be achieved with the LOTNL for high-level ELF noise. This performance is achieved without the need to estimate the noise parameters in real time.

Finally, it is important to address two of the assumptions presented in Section II. First, the choice of SNR as the parameter for comparison of the various nonlinearities was based on the assumption that the decision variable was the result of summing a large number $N$ of bounded non-Gaussian samples. Clearly, all the nonlinearities considered here resulted in a significant limiting of the input samples, and, in fact, the amplitude probability density function of the noise defined a bounded variable even for the "linear" receiver. For U.S. Navy ELF receivers presently in use or under development, $N$ has a value greater than $10^5$. Previous empirical results have shown that the decision variable is Gaussian when the sum is over only 500 clipped ELF noise samples [15].

Second, throughout this discussion signals have been assumed to be threshold without consideration of how low the input SNR had to be to produce a true threshold signal. Equation (4) has been numerically evaluated for constant level and sinusoidal signals. Fig. 11 shows a sample result of clipper performance relative to optimum performance as a function of input SNR. Because the -60-dB curve did not change for smaller input SNR's, the -60-dB input SNR can be considered as "threshold." Higher input SNR's resulted in reduced performance. For the ELF systems of interest, the receiver input SNR will be in the range of -45 to -55 dB for the high-noise (worst case) environments and, perhaps, as high as -30 dB under median or normal conditions. For the high-noise case, the ELF receiver performance will be within a few tenths of a decibel of threshold performance. For higher input SNR, the improvement provided by the nonlinearity may decrease slightly if the noise parameters are assumed to remain constant; however, at these higher input SNR's, slight degradations can be easily tolerated. In fact, the higher input SNR's may correspond to less impulsive noise (i.e., smaller $A_o$ and larger $\alpha$). Results similar to those in Fig. 11 for less impulsive noise indicate that nonthreshold performance degradations occur at higher input SNR's than those shown in this figure; hence, the ELF receiver performance will not suffer significantly from nonthreshold degradation.

VI. CONCLUSIONS

The optimum receiver structure for the threshold detection of known signals in white non-Gaussian noise takes the form of a zero-memory nonlinearity, with an input-output transfer characteristic given by $-d/dx \ln \sigma (x)$, followed by a correlator receiver. The performance of this receiver, as well as of those in which the nonlinearity is replaced by a clipper, hole puncher, or hard limiter has been numerically evaluated for Middleton's Class B Noise Model. The results of this work indicate that, compared to a linear receiver, the addition of the locally optimum nonlinearity will improve receiver performance by 10-20 dB, depending on the actual characteristics of the high-level ELF noise. For the suboptimal nonlinearities considered, it is shown that the clipper is more robust than the hole puncher, because it is less sensitive to variations in the noise parameters for a given nonlinearity operating point. However, an appropriately adjusted clipper or hole puncher always provides better threshold performance than a hard limiter. The most significant conclusion is that the perform-
formance improvements that might be obtained by the use of the locally optimum nonlinearity in comparison to an adaptive clipper, such as that presently implemented in the U.S. Navy ELF receiver, are small (on the order of 0.5 dB for high-level ELF noise).
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