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I. INTRODUCTION: LEARNING FOR CONTROL

NIST has developed a reference model architecture RCS/NASREM for control of machines and systems in which the major features of intelligence are reproduced [1]. This system allows for substantial reduction of complexity due to its multiresolutional organization, and it provides flexible and adaptive decisions using a tool of generalization (including GFACS: grouping, focusing attention, and combinatorial search) [2]. The efficiency and convergence of control has been proven for robotic applications [3]. First efforts in equipping of this system with learning capabilities demonstrates compatibility of the RCS/NASREM concept with algorithms of hierarchical generalization [4]. In this paper, a novel algorithm of learning is explored based upon a concept of goal-driven nested clustering which is more efficient than existing algorithms of multidimensional clustering, and uses simulation of decision making processes as a part of consecutive operation. The algorithm organizes all incoming information into “eventgrams”, builds statistical clusters and interprets them. In our effort we were driven by a desire to use the same algorithm for early learning processes. Thus, the results of the nested clustering actually build the World Model.

II. RULE AS A REPRESENTATION OF GOAL-ORIENTED EXPERIENCES

Learning can be defined as the acquisition of new concepts and the organization of these concepts into a control structure suitable for achieving the goal. Concept is defined recursively as a cluster or group of higher resolution concepts. At the highest resolution, the role of concepts is played by the primary cause-effect relationships (CER). Concepts are tools of organizing knowledge as to reduce the complexity of dealing with high resolution primary CER. All incoming information characterizes the readings of the available sensors and the commands submitted to the actuators. Thus, the experiences can be considered the CER since they are organized in the form of strings “previous situation + command generated = subsequent situation”. One of the major principles that we use in this effort is our concept of selection of CER for the subsequent clustering. We evaluate “goodness” of CER depending on the “goal” at hand, and then we cluster only those CER which goodness exceeds some particular threshold. The reason for using this principle is our desire to learn how to achieve the goal. We contemplate a separate effort directed towards learning from “bad” experiences. We believe that this effort will not necessarily be required because by selecting the “good” experiences we learn implicitly the space of negative results.

Rules are CER formulated for the given goal in a given situation. A Rule is a statement which is obtained statistically from multiplicity of experiences formulated as CER. It is a statement about action to be done invariantly inside of the situation class. This statement turns out to be correct in every point of this particular precondition.

The existing classification algorithms are based upon two main strategies: based upon closeness or based upon sparseness (or separation) among the data. Some of the approaches in the literature of creation of classes from examples are: Feigenbaum’s...
to classify the experiences into rules of action.

The pitfalls of these current algorithms can be summarized in the following points:

1. Only a small subset of them address the issue of learning from “valued experiences” where there are good and bad experiences.

2. Most of the authors learn declarative knowledge, while we are interested in procedural-causal knowledge.

3. The existing algorithms tend to build concepts of a resolution implicitly assigned. We are interested in a technique that will make a multi-resolutional (MR) structure. We will see how a recursive use of our clustering algorithm will create an MR structure.

4. Most of the existing techniques jump into a particular level of development and complexity. We are interested in early learning so instead of a mature clustering algorithm we rather have a simpler (and computationally advantageous) algorithm that can evolve.

5. Most of the existing algorithm pre-assign the number of classes that will be found. We do not know and cannot predict the amount of clusters that will be present in the experiences, because we do not want to give this knowledge to the learning algorithm.

III. Nested Clustering or Recursive Algorithm of Generalization

In this section we will address the algorithm of generalization and we will explain how this algorithm can be applied in a nested manner in order to create a goal decomposition tree. The algorithm of generalization takes as input a goal and the database of experiences; and it processes these experiences until it comes out with a set of hypotheses. These hypotheses are then stored in the database of hypotheses. Older hypotheses influence the generalization algorithm in the sense that they pass a goal to the algorithm of generalization. It is composed of the following steps:

1. The whole database of experiences is separated in two classes: admissible and non-admissible. Admissible experiences are good experiences with respect to the given goal. There are different ways of choosing these “good” experiences, these procedures will be explained in detail.

2. The representation of each experience is Enhanced. Enhancing means that new labels are included in the experiences, these new labels are combinations among sensors values, among actuators values, and between sensors and actuator values.

3. Using the enhanced experience, it creates classes of enhanced experiences.
4. Each of these classes of enhanced experiences becomes a hypothesis.

5. The hypotheses are stored in the database of hypotheses.

The algorithm of generalization creates the new concept (rule) by making clusters by closeness: first roughly and then finer and finer. It creates clusters by goodness (which can also be considered a measure of closeness) and then it creates classes of similarities among situations and actions.

III.A. The Creation of the Subset of Admissible Experiences

This procedure is given the complete database of experiences and it outputs the set of admissible experiences. This procedure is a procedure of “focusing attention”. Since it is not possible to process all the experiences in the database of experiences to find rules that will help us with this procedure, it chooses only good examples. The fact that we are able to distinguish “good” from “bad” experiences presumes that we are giving a measure of goodness. Goodness is defined as the difference between a measure of distance between the goal and the situation before the action, and a measure of distance between the goal and the situation after the action. There are different ways to select the experiences suitable for generalization: percentage threshold (all experiences in the top \( x \) percentile), goodness threshold (all experiences better than a certain goodness), number threshold (all best experiences).

III.B. Formatting the Representation of Admissible Experiences

The input to this procedure is the set of admissible experiences and it transforms each of these experiences into enhanced representation experiences (ECER). For simplicity, we will use a notation \( E \) (experience) for all CER and EE for the enhanced CER (ECER). We do not only use the information directly but we also create combinations by enhancing the situations and the actions. Changing or enhancing the representation of the examples is also used in [22], [23] and [24] where they introduce a new set of operators in order to increase the accuracy and decrease the complexity of hypotheses. This procedure is done in two steps:

1. Use the selected experience to create an enhanced representation situation. This procedure is shown in detail in the definition of enhanced representation situations.
2. Use the selected experience to create an enhanced representation action.

Thus, given an experience:

\[ E_t = \{ A_{t-1}, S_t, A_t, S_{t+1} \} \]  

an enhanced representation experience is

\[ EE_t = \{ E S_t, E A_t \} = \left\{ \{ A_{t-1}, A A_{t-1}, A S_{t-1}, S S_t, S_t \} \right\} \]

The reason behind the creation of this enhanced representation is that by doing this we are giving the capability to the learning algorithm to have extra bases for the creation of classes of rules. The subtraction for example can create rules of comparison: greater than or smaller than. In order to create an enhanced representation experience, the following enhancing function is used upon the situation and the action of the non-enhanced experience:

\[ \text{Enh} (v_1, v_2, \ldots, v_n) = \left\{ \begin{array}{l} v_i + v_j, v_i - v_j; \\ i = 1 \ldots n; \ j = 1 \ldots n \\ i > j \end{array} \right. \]

These combinations among coordinates allow us to use one-dimensional clustering algorithms. If instead of creating combinations we could use multi-dimensional clustering algorithms with the disadvantage that these algorithms will give classes which are cumbersome to store. The one-dimensional clustering algorithms yield classes that can be stored as intervals or centers and standard deviation.

III.C. Creation of Classes of Enhanced Experiences

The procedure takes as input the set of enhanced experiences created in the previous step and a threshold. And, it outputs a set of sets of experiences.

Let us specify some properties that these sets of experiences have:

1. There are no repeated experiences in any of the output classes:

\[ C l_a \cap C l_b = \{ \emptyset \} \forall a, b \]

2. Every experience in the input class is included in one of the output classes. The class forming algorithm does not eliminate any experience, (\( M \) is the group of all the selected experiences),

\[ C l_1 \cup C l_2 \cup \ldots \cup C l_n = M \]

3. Every experience in the output classes was included in the input class. There are no new experiences created by the class forming algorithm.

\[ C l_1 \subseteq M \]

\[ C l_2 \subseteq M \]

\[ \vdots \]

\[ C l_n \subseteq M \]
Given a set of enhanced experiences as shown in Equation 2 we will represent this set as

$$C_{FE} = \left\{ \{Cl_{A_{i-1}}, Cl_{AA_{i-1}}, Cl_{AS_{i-1}}, Cl_{SS_i}, Cl_{S_i}\} \right\}$$

where $Cl_x$ is a set of triplets $top, bot, cent$ which represent the smallest intervals which include all the values of the coordinates in $x$ and the center of the class. Remember that $x$ is a set and each experience has an $x$ set.

### III.D. Constructing the Cause Effect Couples and Hypotheses

The cause effect couples that we are looking for in order to create the rules are already present in each individual enhanced experience (Equation /re-fe-rence enhancement) which have the following interpretation:

$$\{A_i, AA_i, AS_{i+1}\} \quad applied \ at$$

$$\{A_{i-1}, AA_{i-1}, AS_{i-1}, SS_i, S_i\} \quad yields \ g \ for \ G$$

where $g$ is goodness and $G$ is the assigned goal. This interpretation is taken directly from the way that the experience was recorded.

The following assumption is used in our approach:

There exists a class of enhanced representation actions $A_{enh}$ which has already been applied to a class of enhanced representation situations $S_{enh}$ and which produced values of goodness in the interval from $G_{min}$ to $G_{max}$

then

If we have a situation belonging to a class $S_{enh}$ then an action can be determined within $A_{enh}$ which will provide goodness $G_{max}$.

So, under this assumption each class of enhanced experiences (Equation 7 becomes a hypothesis. becomes

$$H_i = \left\{ \begin{array}{l} G, g_{ave}, Num_{exp}, \\ \{Cl_{A_{i-1}}, Cl_{AA_{i-1}}, Cl_{AS_{i-1}}, Cl_{SS_i}, Cl_{S_i}\} \rightarrow \{Cl_{A_i}, Cl_{AA_i}, Cl_{AS_{i+1}}\} \end{array} \right\}$$

where $G$ is the goal, $g_{ave}$ is the average goodness and $Num_{exp}$ is the number of experiences used for the creation of the hypothesis. This last measure is a quantitative measure of the strength of the rule, and it will be used when we have conflicting rules for the same situation. In [25] a similar measure is called credibility.

### III.E. Step by Step Recursive Generalization

The first step that the algorithm of generalization does is to check the database of hypotheses. The only schema present in the database says that it should “Make D=0”. Since there is nothing in the database that shows what to do in order to “Make D=0” it assigns “D=0” as the goal, (D is the distance to the target) and collects a random sequence of experiences. Figure 3 shows “event-grams” of 3000, and
Figure 2: The Task decomposition tree

Always → go to S
G S → A
G S → go to S
G S → A

Figure 3: Event grams for 3000 experiences (left); 300 best experiences out of the 3000 (right) respectively. These event grams show in each abscissa the value of each of the coordinate in each experiences and in the ordinates the goodness of that experience. In this case we have 21 coordinates in each experience, as previously described they correspond to convolutions of among sensor values and actuator values.

The next step in the algorithm of generalization is the creation of the classes of experiences using one of the previously shown methods. The clustering algorithm discovers two classes. They correspond to the actuator “go forward” and the enhanced representation sensor “Heading - Angle to Target”. Note that in the “go forward” the two classes that are present in Figure 4 (right) are unified using the unifying rules.

Figure 5 shows the database of hypotheses after the first iteration of the generalization algorithm. Two hypotheses are spawned. The values 0.1 and 7.8 are the centers of the clusters found by the averaging algorithm. “S1” is the union of all the situations of these “good” experiences. The two hypotheses have an important difference, the first one gives a recommendation about what actuator to use in this situation. The second one, says that if we are not in this situation we should go to this situation.

The problem with the second hypothesis is that there is nothing in the database of hypotheses that gives instructions about how to “Make (H-A=0.1)”. Thus, the generalization algorithm starts again:

1. a new goodness measure is taken by checking whether the experience brought it closer or further to the new goal
2. the new goal is to “make H-A=0.1”.
3. all the experiences are re-ranked using the new goodness measure for the new goal
4. the “best” experiences are selected using one of the previously selected methods.
5. these experiences are sent again to the classification algorithm, in other words, new event grams are created for the new goal and the classification algorithm creates new clusters which will be used for creating rules to follow the new goal.

These 300 experiences are sent to the averaging algorithm which finds two clusters in coordinate 6 which corresponds to the actuator “Rotate”. These two clusters become two hypotheses that get incorporated in the database.

IV. CONCLUSIONS

1. The algorithm of nested clustering is introduced, which declares hypotheses with no prior interpre-
tation of what is the suggested assignment
2. If the suggested assignment is not an action then it becomes a new goal and the information about cause-effect relationships is rearranged to accommodate the new goal.
3. The algorithm converges if the problem has a solution. Otherwise, loops emerge that can be easily detected and interpreted as "no solution".
4. The algorithm was checked statistically in simulation.
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