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Abstract—This paper presents an application of swarm intelligence technique namely Artificial Bee Colony (ABC) to design the structure of the Beta Basis Function Neural Networks (BBFNN). The focus of this research is to investigate the new population meta-heuristic to optimize the Beta neural networks parameters. The proposed algorithm is used for the prediction of benchmark problems. Simulation examples are also given to compare the effectiveness of the model with the other known methods in the literature. Empirical results reveal that the proposed ABC-BBFNN have impressive generalization ability.

I. INTRODUCTION

The neural networks have been effectively applied in many areas, such as time series prediction [1,2,3], pattern recognition [4], approximation function [5,6,28], etc. Among the artificial neural networks, the beta basis function neural networks (BBFNN), represents an interesting alternative in which we can approximate any function [7]. The BBFNN network is a three-layer feed-forward networks that generally uses a linear transfer function for the output units and a non-linear transfer function (the beta function) for the hidden units. In spite of a number of advantages of BBFNN such as better approximation capabilities [8], faster learning algorithms and simple network topologies; especially the determination of the optimal number of hidden nodes is the most critical task. The development of BBFNN still involves difficulties in optimizing the topology of the network structure (the number of nodes). Today, hybridization in soft computing is becoming a promising research field of computational intelligence focusing on synergistic combinations of multiples soft computing methodologies an intelligent system. In order to overcome the soft computing method [9-11], the investigation of hybrid approaches will be necessary. In particular, in order to overcome the challenge in developing the neural network, the evolutionary algorithm is applied to optimize the structure of the neural network system. There are several works that deal the problem of neural network design [12-15]. The applying of evolutionary algorithms to construct neural nets is also well known in the literature. The most representative algorithms include genetic algorithms (GA) [16][46], particle swarm optimization (PSO) [17,18,19], the differential evolution (DE) [2,3,17,20,21,22,23], flexible neural trees [47,48]. In [24], ABC is used to optimize a large set of numerical test functions and the results produced by ABC algorithm are compared with the results obtained by genetic algorithm, particle swarm optimization algorithm, differential evolution algorithm and evolution strategies. Results show that the performance of the ABC is better than or similar to those of other population-based algorithms with the advantage of employing fewer control parameters.

In this paper, we investigate the advantages of the artificial bee colony (ABC) optimization algorithm to the population-based metaheuristic on training the beta basis function neural networks (BBFNN) for the prediction of benchmark problems which are widely used in the machine learning community. The performance of the ABC algorithm is compared with other well-known conventional and evolutionary algorithms. The results indicate that that ABC algorithm can efficiently be used on training beta basis function neural networks.

The paper is organized as follows: in Section 2 we briefly present the basics of BBFNN. In Section 3, we explain the fundamental concept of ABC algorithm and how ABC algorithm is used to design of BBFNN. In Section 4, the experimental results using benchmark problems are given. Finally, in Section 5 we present the conclusions of the work.

II. BBFNN NETWORK

In this Section, we introduce the beta basis functions neural network that will be used in the remainder of this paper. The BBFNN usually consists of three layers the input layer, the BBF layer (hidden layer) and the output layer. The input layer simply transfers the input vector \( x = [x_1, x_2, ..., x_n]^T \) through scalar weights to the next layer. Thus the whole input vector appears to each neuron in the hidden layer. Each hidden nodes perform the beta basis function over the incoming vector that appears at the input of each BBFNN neuron. The output layer yields a vector \( y = [y_1, y_2, ..., y_m]^T \) for \( m \) outputs by linear combination of the outputs of the hidden nodes to produce the final output.
Figure 2 presents the structure of a single output of BBF network; the network output can be obtained by

\[ y = f(x) = \sum_{i=1}^{n} w_i B_i(x, c_i, \sigma_i, p_i, q_i), 1 \leq i \leq n \]  

(1)

Besides the centre \(c\), the beta basis function may also present a width parameter \(\sigma\), which can be seen as a scale factor for the distance \((x-c)\) and the parameter forms \(p\) and \(q\). The BBF network can be regarded as feed-forward neural network with a single layer of hidden units, whose responses are the outputs of the beta basis functions. The Fig.1 shows the effect of parameters forms to the Beta function. The latter \(B_i(x, c_i, \sigma_i, p_i, q_i)\), \(i = 1, \ldots, n\), is defined by:

\[
\beta(x) = \begin{cases} 
\left(1 + \frac{p+q}{\sigma p} (x-c)^p \right) \left(1 - \frac{p+q}{\sigma q} (c-x)^p \right) & \text{if } x \in [x_0, x_1] \\
0 & \text{else} 
\end{cases} 
\]  

(2)

III. Where \(p > 0\), \(q > 0\), \(x_0\), \(x_1\) are the real parameters, such as \(x_0 < x_1\) and

\[
c = \frac{px_1 + qx_0}{p + q} 
\]  

(3)

In the multi-dimensional case, the beta function is defined by

\[
\beta(c, \sigma, p, q)(x) = \prod_{i=1}^{d} \beta_i(c_i, \sigma_i, p_i, q_i)(x) 
\]  

(4)

Where \(d\) is the dimension of the Beta kernel.

The BBF neural network is usually trained to map a vector \(x_k \in \mathbb{R}^n\) in to vector \(y_k \in \mathbb{R}^n\) where the pairs \((x_k, y_k), 1 \leq k \leq M\) from the training set. If this mapping is viewed as a function in the input space \(\mathbb{R}^n\), learning can be seen as function approximation problem. According to this point of view, learning is equivalent to finding the surface in a multidimensional space that provides the best fit to the training data. Generalization is therefore synonymous with interpolation between the data points along the constraint surface generated by the fitting procedure as the optimum approximation to this mapping.

Alimi [7] investigated the use of the beta basis function in the design of neural network as activation functions in artificial neural networks. In [8], the authors proved that BBF networks with one hidden layer are capable of universal approximation. Nevertheless, the BBF networks are capable of approximating arbitrarily well any function; also have the best approximation property.

The performance of the BBF neural network depends on the number of units of beta basis functions, their shapes, the parameters forms, and the method used to determine the associative weight matrix. Haykin [25] classified the existing learning strategies for neural network as follows: 1) learning with a fixed number of units and centers selected randomly from the training data; 2) supervised learning for the selection of the centers of the network; and 3) unsupervised learning for the selection of the fixed number of units. In this paper, we used the second strategy.

One of the main problems related to the development of neural network based system is the application of suitable learning algorithm to adjust the network parameters. The BBF network presents the following adjustable parameters: the position of BBFs centers \(c_i\), the widths \(\sigma_i\) of the BBFs, the form parameters of the BBFs \(p_i\) and \(q_i\), and the output weights \(w_i\).

There are a number of proposals on how to define these parameters in the literature. One first idea is to fix the number of nodes and use a gradient descent method to adjust the parameters [26], in a manner very similar to the error back-propagation algorithm, often used with MLPs. Nevertheless, training the BBF network in such a way seems somewhat wasteful. There are several interesting approaches that exploit this potential. Although slightly different, all of them share the same idea: the definition of the hidden layer is considered as the major task, since the output weights can be computed according to linear optimization techniques [26]. In [27] the authors used the constructive method that allows BBF neural network to grow by inserting new units in the feature space where the mapping needs more details. In [5,6,17], the major task considered in these works is to optimize the beta parameters with a fixed number of nodes. In the proposed work, we use the second strategy of Haykin.
III. ARTIFICIAL BEE COLONY ALGORITHM

ABC is a swarm intelligent optimization algorithm based on the metaphor foraging behavior of honey bee swarm, proposed by Karaboga in 2005 [29]. A Bee Colony can be considered as a swarm whose individual social agents are bees. The exchange of information among bees leads to the formation of tuned collective knowledge. Virtually the bee colony consists of a single “queen bee,” a few hundred drones (males), and tens of thousands of workers (non-reproductive females).

In the ABC algorithm, each food source is a possible solution for the problem under consideration and the nectar amount of a food source represents the quality of the solution represented by the fitness value. The number of food sources is same as the number of employed bees and there is exactly one employed bee for every food source. In the ABC model, the colony consists of three groups of bees: employed bees, onlookers and scouts. It is assumed that there is only one artificial employed bee for each food source. In other words, the number of employed bees in the colony is equal to the number of food sources around the hive. Employed bees go to their food source and come back to hive and dance on this area. The employed bee whose food source has been abandoned becomes a scout and starts to search for finding a new food source. Onlookers watch the dances of employed bees and choose food sources depending on dances. The number of the employed bees is equal to the number of solutions in the population.

The general scheme of the ABC algorithm is as follows:

---

Initialize Population
repeat
Place the employed bees on their food sources
Place the onlooker bees on the food sources depending on their nectar amounts
Send the scouts to the search area for discovering new food sources
Memorize the best food source found so far until requirements are met
---

A. Population initialization

As with all swarm intelligent techniques, ABC works with a population of solutions, not with a single solution for the optimization problem. In order to establish a starting point for optimum seeking, all employed bees are associated with the food. A randomly distributed initial population (food source positions) is generated. Often there is no more available knowledge about the location of a global optimum than the boundaries of the problem variables. In this case, a natural way to initialize the population. $P$ (initial population) is to seed it with random values within the given the lower and upper bound:

$$x_m = l_i + \text{rand} \ (0,1) \times (u_i - l_i) \quad (5)$$

where $l_i$ and $u_i$ are the lower and upper bound of the parameter $x_{mi}$, respectively.

B. Initialization of Bee Phase (Employed Bee)

Each employed bee search a food source $v_m$ having more nectar in the neighborhood of its current food source and evaluates its nectar amount (fitness). The employed bee saved the best food $x_i$ in the neighborhood of its present position by using:

$$v_m = x_{mi} + \phi_{mi} \times (x_{mi} - x_i) \quad (6)$$

Where $x_i$ is a randomly selected food source, $i$ is a randomly chosen parameter index and $\phi_{mi}$ is a random number within the range $[-a,a]$. After producing the new food source $v_m$, its fitness is calculated and a greedy selection is applied between $v_m$ and $x_m$

C. Onlooker Bee Phase

Onlooker bee chooses a food source depending on the probability values calculated using the fitness values provided by employed bees. For this purpose, a fitness based selection technique can be used, such as the roulette wheel selection method [30]

The probability value $p_m$ with which $x_m$ is chosen by an onlooker bee can be calculated by using the expression given in the following equation

$$p_m = \frac{\text{fit}_m}{\sum_{k=1}^{l} \text{fit}_k} \quad (7)$$

Where $\text{fit}_m$ is the nectar amount of the of the $m^{th}$ food source. The fitness value of the solution, $\text{fit}_m(x_m)$, might be calculated for minimization problems using the following formula:

$$\text{fit}_m = \frac{1}{1 + f(x_m)} \quad (8)$$

After a food source $x_m$ for an onlooker bee is probabilistically chosen, a neighborhood source $v_m$ is determined by using equation 6, and its fitness value is computed. As in the employed bees phase, a greedy selection is applied between $v_m$ and $x_m$. Hence, more onlookers are recruited to richer sources and positive feedback behavior appears.
D. Scout Bee Phase

The unemployed bees that choose their food sources randomly are called scouts. Employed bees whose solutions cannot be improved through a predetermined number of trials, “limit” or “abandonment criteria” herein, become scouts and their solutions are abandoned. For instance, if solution \( x_m \) has been abandoned, the new solution discovered by the scout who was the employed bee of \( x_m \) can be defined by equation 5. The pseudo code of ABC algorithm is:

1) Initialize the population of solution \( x_i \)
2) Evaluate the population
3) While number of cycle is not reached do
4) Produce a new solution (food sources positions) \( y_j \) in the neighborhood of \( x_i \) using equ.6 and evaluate them.
5) Apply the greedy selection and store the best values between \( x_i \) and \( y_j \)
6) Calculate the probability values \( p_i \) for different solution \( x_i \) by equ.7
7) Based on the probability \( p_i \), new solutions \( v_i \) for the onlookers are produced from the \( x_i \)
8) Apply the greedy selection and store the best values between \( x_i \) and \( v_i \)
9) Determine the abandoned solution (position or source) for the scout if exit and replace it with a new randomly produced solution \( x_i \) by equ.5
10) Memorize the best food source solution achieved \( s_i \)
11) Cycle = cycle+1
12) End of while

E. Encoding scheme of BBFNN networks

The ABC is used to optimize the neural parameters of the BBFNN. This approach handles the task of updating the population for neural network – neuron optimization. Each individual of the population defines a beta basis function neural network. The ABC algorithm is used to train BBFNN by adjusting the neural parameters with individuals with the same size. After a predefined number of generations, ABC returns the best individuals that represent the optimal configuration of BBFNN.

Once applying the ABC algorithm to design the BBFNN network, the main key is to encode the BBF neural network into the chromosome with an efficient approach. Here, we adopt the real coded ABC and each sequence of neural parameters (Figure 3) represents one node. Each chromosome represents a candidate BBFNN neural network. Since the weights parameters are computed by the pseudo-inverse technique, therefore it is only necessary to encode the four parameters, i.e., centers \( c_i \), widths \( \sigma_i \), and form parameters \( p_i \) and \( q_i \), which are necessary to represent the Beta form of BBF.

IV. COMPUTATIONAL EXPERIMENTS

The developed ABC_BBFNN model is applied to three benchmark problem in order to compare is performance with existing technique. These problems are the Box–Jenkins and sunspot number time series.

A. Prediction of Box-Jenkins Time series

In this section, the Beta basis function neural network is applied to the gas furnace data prediction problem [31]. The data set was recorded from combustion process of a methane–air mixture. It is well known and frequently used as a benchmark example for testing identification and prediction algorithms. The data set consists of 296 pairs of input–output measurements. The input of this process is the gas flow rate \( u(t) \) and the output \( y(t) \) is the CO2 concentration in outlet gas. In order to make a meaningful comparison with the others work s, the inputs of the prediction model are selected as \( u(t-4) \) and \( y(t-1) \); and the output is \( y(t) \): the proposed ABC learning algorithm is employed to train the BBFNN with the first 200 input - output. The remaining 92 points are used as a test set for testing the performance. In order to remove the effects of the initial values of free parameters on the final results, 20 runs were performed with randomly set initial parameters for 1000 epochs.

The objective function used is the root mean square error (RMSE). Table 1 shows the comparison of test results of different models for Box–Jenkins data prediction problem. The comparison has been made to show the actual time series, the output of the best ABC-BBFNN and the prediction error and the number of neurons. It is seen from the training performances that ABC-BBFNN model with 3 neurons is among the best models. The ABC-BBFNN is powerful for the Box–Jenkins process in training and testing. The proposed algorithm is trained for 1000 epochs (Figure 4). Figure 5 shows the target time series with the output of ABC-BBFNN and Figure 6 depicts the prediction of the time series.

![Fig. 4. RMSE training of Box-Jenkins](image-url)
B. Prediction of sunspot number time series

The series studied here represents the annual average number of sunspots. These numbers show the yearly average relative number of sunspot observed [41,44,43]. The data points between 1700 and 1900 are used for the training the BBFNN and 1901-1990 for the test set. The \( y(t-4), y(t-3), y(t-2) \) and \( y(t-2) \) are used as inputs to the ABC-BBFNN in order to predict the output \( y(t) \). The normalized mean square error NMSE is used to compare the propose algorithm with the other approaches.

Table 2 illustrates the comparison of the proposed algorithm with other models according to the training and testing error. In Figure 7, the actual output of the time series. The prediction values are illustrated in Figure 8 and Figure 9 gives the training error. As evident from Table 2, ABC-BBFNN shows again the efficiencies for the sunspot number time series.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE Training</th>
<th>RMSE Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tong’s model [32]</td>
<td>-</td>
<td>0.689</td>
</tr>
<tr>
<td>Pedrycz’s model [33]</td>
<td>-</td>
<td>0.566</td>
</tr>
<tr>
<td>Xu’s model [34]</td>
<td>-</td>
<td>0.573</td>
</tr>
<tr>
<td>FuNN model [35]</td>
<td>-</td>
<td>0.0226</td>
</tr>
<tr>
<td>HyFis model [36]</td>
<td>-</td>
<td>0.0205</td>
</tr>
<tr>
<td>Neural tree model [37]</td>
<td>0.0258</td>
<td>0.0265</td>
</tr>
<tr>
<td>WNN+ gradient [31]</td>
<td>0.08831</td>
<td>0.084</td>
</tr>
<tr>
<td>WNN+ hybrid [31]</td>
<td>0.08485</td>
<td>0.081</td>
</tr>
<tr>
<td>LLWNN+ gradient [31]</td>
<td>0.01581</td>
<td>0.01643</td>
</tr>
<tr>
<td>LLWNN+ hybrid [31]</td>
<td>0.01095</td>
<td>0.01378</td>
</tr>
<tr>
<td>Recurrent ANFIS[31]</td>
<td>0.006</td>
<td>0.019</td>
</tr>
<tr>
<td>TNFIS [40]</td>
<td>0.0245</td>
<td>0.0230</td>
</tr>
<tr>
<td>FWNNS (2 MFs) [39]</td>
<td>0.01884</td>
<td>0.03085</td>
</tr>
<tr>
<td>FWNNS (3 MFs) [39]</td>
<td>0.01880</td>
<td>0.02778</td>
</tr>
<tr>
<td>FWNNS-R (2 MFs) [39]</td>
<td>0.01992</td>
<td>0.03171</td>
</tr>
<tr>
<td>FWNNS-R (3 MFs) [39]</td>
<td>0.1881</td>
<td>0.02794</td>
</tr>
<tr>
<td>FWNNS-M (2 MFs) [39]</td>
<td>0.0190</td>
<td>0.02963</td>
</tr>
<tr>
<td>FWNNS-M (3 MFs) [39]</td>
<td>0.01963</td>
<td>0.02324</td>
</tr>
<tr>
<td>Our approach</td>
<td>0.0044</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

Table 2. Comparison of different models of Sunspot Time Series prediction

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE Training</th>
<th>RMSE testing 1</th>
<th>RMSE testing 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transversal Net [41]</td>
<td>0.0987</td>
<td>0.0971</td>
<td>0.3724</td>
</tr>
<tr>
<td>Recurrent net [41]</td>
<td>0.1006</td>
<td>0.0972</td>
<td>0.4361</td>
</tr>
<tr>
<td>RFNN [42]</td>
<td>-</td>
<td>0.074</td>
<td>0.21</td>
</tr>
<tr>
<td>ANFIS [43]</td>
<td>0.0550</td>
<td>0.1915</td>
<td>0.4068</td>
</tr>
<tr>
<td>FENN [44]</td>
<td>-</td>
<td>-</td>
<td>0.18</td>
</tr>
<tr>
<td>FWNNS [39]</td>
<td>0.0895</td>
<td>0.1093</td>
<td>0.1510</td>
</tr>
<tr>
<td>FWNNS-R [44]</td>
<td>0.0796</td>
<td>0.1099</td>
<td>0.2549</td>
</tr>
<tr>
<td>FWNNS-M [44]</td>
<td>0.0828</td>
<td>0.0973</td>
<td>0.1988</td>
</tr>
<tr>
<td>Our approach</td>
<td>0.0012</td>
<td>0.0018</td>
<td>0.0044</td>
</tr>
</tbody>
</table>
C. Lorenz chaotic time series prediction

The Lorenz system is an idealized model of fluid motion between a hot surface and a cool surface. It is described by the following nonlinear ordinary differential equations
\[ \begin{align*}
    \dot{x} &= \sigma(y - x), \\
    \dot{y} &= -y - xz + Rx, \\
    \dot{z} &= xy - bz.
\end{align*} \]

The time series used in this experiment is the x-component in the Lorenz equations. The data were generated by solving the system of differential equations, that describe the Lorenz attractor, with the initial conditions of \( \sigma = 10 \), \( r = 50 \) and \( b = 8/3 \). The data were again normalized to take values from zero to one, before they were used as inputs to the polynomial neural networks.

The objective is to make one-step ahead prediction. The prediction is based on four past values \((x(t-1), x(t-2), x(t-3), x(t-4))\) and thus the output pattern is \( x(t) = f(x(t-1), x(t-2), x(t-3), x(t-4)) \).

Figure 10 presents the comparison between the real time series and that predicted by the algorithm, using 4 input variables, in order to predict the value of the time series (1 step), using 4 neurons in the hidden layer. The root means square error, for this simulation was 0.076. It is important to note that other approaches appeared in the bibliography, for example, Xiang et al. [45] obtained an RMSE of 0.290.

Figure 11 depicts the results of predicting the Lorenz time series.

![Fig.10 ABC-BBFNN result of Lorentz](image1)

![Fig.11. Test of ABC-BBFNN for Lorentz](image2)

V. CONCLUSIONS

In this paper, the beta basis function neural network is developed for the prediction of benchmark problems. The impressive generalization capability of the presented BBFNN model is derived primarily from the use of the artificial of bee colony algorithm (ABC) and the fast convergence with high precision. As evident from the experiments, the ABC-BBFNN gives the smallest training error and the testing error.

The results obtained through the sunspot, Box Jenkins also reveal that the performance of the ABC is better than or similar to those of other population-based algorithms with the advantage of employing fewer control parameters. Furthermore, in ABC, no user intervention is required. Our future work is targeted to improve the ABC to further enhance the optimal structure of BBFNN.
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