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Abstract— Backpropagation (BP) algorithm is the most popular supervised learning algorithm that is extensively applied in training feed-forward neural networks. Many BP modifications have been proposed to increase the convergence rate of the standard BP algorithm, and Quickprop is one of the most popular fast learning algorithms. The convergence rate of Quickprop is very fast; however, it is easily trapped into a local minimum and thus it cannot converge to the global minimum. This paper proposes a new fast learning algorithm modified from Quickprop. By addressing the drawbacks of the Quickprop algorithm, the new algorithm has a systematic approach to improve the convergence rate and the global convergence capability of Quickprop. Our performance investigation shows that the proposed algorithm always converges with a faster learning rate compared with Quickprop. The improvement in the global convergence capability is especially large. In one learning problem (application), the global convergence capability increased from 4% to 100%.

I. INTRODUCTION

Backpropagation (BP) algorithm [1] is the most popular supervised learning algorithm that is extensively applied in training feed-forward neural networks. BP is successful because it is simple and its computational complexity is low. The learning rate of BP is slow, however, and it is easy to be trapped in a local minimum, especially for some non-linearly separable problems such as XOR problem [2, 3]. Some modifications have been proposed to address these drawbacks and enhance the performance of the standard BP algorithm, and most of those modifications have focused on handling the “flat spot” problem to speed up the learning process [12 – 22].

The main reason to have the “flat spot” problem is due to the premature saturation in the derivative of the activation function [4 – 7]. If a learning process is trapped into a “flat spot” or a local minimum, the weight update of the learning process will become very slow or even unchanged. Different fast learning algorithms use different way to solve this problem. Quickprop [12] predicts the location of a minimum and adjusts the weights accordingly to converge to the minimum by considering successive values of the gradient of the error surface. RPROP [13] is a variable step size algorithm that updates the weight to adapt the learning process. SARPROP [14], which is modified from RPROP, employs Simulated Annealing (SA) [15, 16] to enhance the global convergence capability of RPROP. There are other modifications of RPROP to enhance its performance [17, 18]. The Levenberg-Marquardt algorithm (LM) [19] uses both the gradient descent method and the Gauss-Newton algorithm (GN) [20] to speed up the learning process. All these fast learning algorithms focus on how to increase the convergence rate of BP. However, their performance is limited by the local minimum problem, which means the learning process will be sometimes trapped in a local minimum and thus it cannot converge to the global minimum.

MGFPROP (Backpropagation with Magnified Gradient Function) was recently proposed in [21]. It magnifies the gradient functions of the activation functions to improve the convergence rate and the global convergence capability. Moreover, it does not violate the gradient-descent property of BP. In MGFPROP, the magnified gradient can effectively escape from a “flat spot”. However, its performance is limited by the error overshooting problem (i.e., the step size of a fast learning algorithm is too large so that it overshoots the system error and thus it cannot smoothly converge to the global minimum) and the effect of the local minimum problem is reduced by cannot be totally eliminated.

The Enhanced Two-Phase Method (E2P) is proposed in [22] to solve the local minimum problem and the error overshooting problem. E2P can effectively identify them when one of these two problems exists, and hence assign suitable fast learning algorithms to speed up the learning process with a better global convergence capability. However, E2P still cannot completely eliminate the effect of these two problems. In most cases, when the first fast learning algorithm cannot escape from a local minimum or overshoot the system error, the second algorithm can solve it (i.e., after switching to the second fast learning algorithm, the learning process can converge to the global minimum). In some cases, however, one of these two problems occurs but neither fast learning algorithm in E2P can solve it, therefore the learning process still cannot converge properly. A systematic approach is proposed in [23] to assign different fast learning algorithms to the learning process so that it can converge to the global minimum, but the choices to select different fast learning algorithms are highly dependent on the nature of its application.

This paper studies the performance of Quickprop, one of the most popular fast learning algorithms. The drawbacks of this fast learning algorithm are discussed and some modifications are made to overcome those drawbacks. In our
simulation experiments, the Quickprop algorithm with such modifications always converges with a faster learning rate in three popular complicated applications, whereas the original Quickprop algorithm gives very poor global convergence capabilities in these applications.

The paper is organized as follows. Section II describes the basic operations of the Quickprop algorithm. Section III discusses the drawbacks of the Quickprop algorithm and proposes some modifications to overcome the drawbacks. Section IV compares its performance with Quickprop and Quickprop with MGFPROP in three different applications. Finally, conclusions and future work are shown in Section V.

II. QUICKPROP

The Quickprop algorithm was developed in [12] to improve the convergence of BP. Instead of using the gradient function of BP and the first order derivative of the overall error to update the current weights, Quickprop uses successive values of the gradient of the error surface in the weight space to estimate the location of a minimum. It then changes the weights to move directly towards this minimum. The main assumptions of the Quickprop algorithm are that the error surface is concave and locally quadratic (see Fig. 1).

\[ \Delta \omega_j(t) = \frac{E'(t)}{E'(t-1) - E'(t)} \Delta \omega_j(t-1), \]  
\[ \Delta \omega_j(t) = \max\left(\phi, \frac{E'(t)}{E'(t-1) - E'(t)}\right) \Delta \omega_j(t-1). \]

Based on these assumptions, the weight update rule of the algorithm is:

where \( \Delta \omega_j(t) \) is the change of the weight connecting the \( i \)th and \( j \)th nodes in a neural network at the \( t \)th iteration, \( E(t) \) is the system error at \( t \)th iteration, and \( E'(t) = \partial E(t)/\partial \omega_j(t) \). In Equation (1), the Quickprop algorithm will take an infinite step and the network will behave chaotically when the difference between \( E'(t-1) \) and \( E'(t) \) is very small. To avoid it happening, a parameter called the maximum growth factor, \( \phi \), is introduced to limit the growth of a step size, i.e.,

The value of \( \phi \) can significantly affect the performance of Quickprop: if it is too small, the step to converge to the global minimum is bounded by \( \phi \Delta \omega_j(t-1) \), which may also be too small; if it is too large, the network may become unstable and fail to converge. The default value of \( \phi \) in [12] is 1.75 and it works well in different applications.

III. IMPROVING THE QUICKPROP ALGORITHM

Two main drawbacks exist in the Quickprop algorithm: the limitation of the gradient of the error surface, and the local minimum problem.

In the Quickprop algorithm, the original weight update rule of BP will still be followed and added to the value computed by Equation (2):

\[ \Delta \omega_j(t) = \mu E'(t) + \alpha \Delta \omega_j(t-1) \]  

where \( \mu \) is the learning rate and \( \alpha \) is the momentum. Thus, the gradient of the error surface is still highly related to the standard BP algorithm. Hence, one possible way to increase the convergence rate of the Quickprop algorithm is to increase the value of the gradient of the error surface. Fig. 2 below can be used to illustrate this point. In this figure, there are two learning curves with different gradient values. At \( (t-1) \)th and \( t \)th iterations, the magnitudes of the gradients of the error surface in learning curve B are greater than those in learning curve A (i.e., \( |E'_B(t-1)| > |E'_A(t-1)| \) and \( |E'_B(t)| > |E'_A(t)| \)). When the Quickprop algorithm is applied and they both reach their minima, the minimum of learning curve B is lower than in learning curve A, which shows that the system error of a learning curve in the Quickprop algorithm can be further reduced by increasing the gradient of the error surface. Some fast learning algorithms that increase the gradient of the error surface were described in Section I. To achieve this, it is essential to ensure that the operation of this fast learning algorithm does not disturb the basic operations of the original Quickprop algorithm.

Among all these kinds of fast learning algorithms, MGFPROP [21] satisfies the above requirements. MGFPROP magnifies the gradient functions of the activation functions of the standard BP algorithm without violating its gradient-descent property. The factor \( \phi (1 - \phi) \) is magnified by using a power factor \( 1/S \) where \( o \) is the output signal and \( S \) is a positive real number greater than or equal to 1 (i.e., \([0(1-\phi)]^{1/S}\)). In [21], it was proved that the rate of change of the system error with respect to time for MGFPROP is always greater than that for BP, i.e.,

\[ \left| \frac{\partial E}{\partial t} \right|_{MGFPROP} > \left| \frac{\partial E}{\partial t} \right|_{BP}. \]

This means that the system error can be further reduced by using the Quickprop algorithm with MGFPROP. MGFPROP magnifies the gradient that is not related to any operations in the Quickprop algorithm, and hence they can coexist in the learning process without disturbing each other. The next section shows that the performance of the Quickprop
The second drawback is the local minimum problem. Quickprop always reaches the first minimum when it is found, whether it is a local minimum or the global minimum. That explains why it is easy to be trapped into a local minimum and its global convergence capability is very poor, especially when there are many local minima in a learning problem (application).

Figs. 3 and 4 show the learning process of Quickprop in the 5-bit Counting and the Wine applications (these applications will be described later in Section III). Each learning curve shows one typical run (out of the 100 runs) in our experiment. The 5-bit Counting application has a number of local minima and thus fast learning algorithms are easily trapped into those local minima and are slow to proceed further. In Fig. 3, Quickprop was very fast at the beginning and very close to the error threshold at around 400 iterations. Then it is trapped into a local minimum and finally cannot converge. The Wine application is a very complicated application such that it is difficult to converge quickly when using BP. In Fig. 4, Quickprop gets trapped into a local minimum at the 20th epoch and proceeds very slowly afterwards.

One possible way to solve the local minimum problem is to systematically search minima one by one until the global minimum is found. Consider the learning curve in Fig. 5. When the learning curve reaches X, there is a minimum on the left hand side. In this case, Quickprop always goes to such minimum because this minimum is located. However, there may be other minima on the right hand side and it does not know which one is the global minimum. The simplest way to handle it is to go to the minimum on the left hand side first. If it is not the global minimum, it starts again from the point X and goes to the right hand side to search for other minima. This procedure will be repeated until the global minimum is found. The idea of the searching is simple but its implementation is complicated. Many issues have to be considered in the implementation, e.g., the procedure to force the learning process to go to other minima when the minimum found before is a local minimum, some actions must be taken if the learning process is going back to the previous local minimum. All these issues will be discussed later in this section.

Based on the above discussion, a new algorithm called Better Quickprop (B-Quickprop) is proposed and listed in Fig. 6. Here MGFPROP is applied in the whole learning process with the Quickprop algorithm to increase the gradient of the error surface and hence increase the convergence rate. Step 2 is to store the current weights so that they can be restored later if the learning is trapped into a local minimum. In Step 3, if the change of the system error (i.e., $\Delta E$) is very small, it is claimed that the learning curve is trapped into a local minimum. Note that the change of the system error is equal to the mean of the changes of the system error in the last 10 runs. Thus, a sudden change of the system error will not confuse the identification (i.e., it will not misidentify the existence of a local minimum). The equation in Step 3 is used to force the
learning curve to go to another minimum. If a stored weight is greater than its current value (i.e., the value of the weight when it is trapped into a local minimum), the stored weight is increased by the equation, and vice versa. The parameters $\Delta$ and $\lambda$ are the constants to develop the expanding distance (i.e., the factor which times stored weights. It is used to change the value of a weight so that the difference between the updated weight and its current weight is larger than that between the original stored weight and its current weight.). The value of $n$ is also related to the expanding distance. If the number of times that the local minimum has been visited increases, the expanding distance should also increase and it is hoped that this time the expanding distance is large enough to escape from the local minimum. The value of $n$ is limited by $N_{max}$ because the learning curve will diverge if $n$ is too large and also the value of weights is too large. The procedure in Step 3 is to escape from the local minimum, but it may not work and the learning curve may still be going back to the a local minimum again. The objective of Step 4 is to take actions when this happens. In Step 4, the current weights are checked again because it is necessary to make sure that all of them do not keep going back to the previous local minimum. If it happens, all weights are updated to go further away from the local minimum.

IV. NUMERICAL RESULTS

This section reports a number of experiments that were conducted on three popular complicated applications — the 5-bit Counting, the Breast Cancer, and the Wine applications (data sets from the UCI Machine Learning Repository [23]) — to investigate the performance of Quickprop, Quickprop with MGFPROP and B-Quickprop. Brief descriptions of these three applications are shown in Table I where $\mu$ and $\alpha$ are the learning rate and the momentum of BP for these three applications respectively.

Note that $M$, $H$, and $I$ represent the number of output, hidden, and input nodes respectively. The input and the target patterns for these three applications are binary (i.e., consist of 0s and 1s only). All fast learning algorithms in this paper were terminated when the mean square error $E$ reached the error threshold 0.001 within 100,000 epochs, where

$$E = \sum_{p=1}^{P} \sum_{m=1}^{M} \left( t_{pm} - o_{pm} \right)^2 / PM .$$

(5)

Here $P$ is the total number of the input patterns. The initial weights were drawn randomly between -0.3 and 0.3. Each application was performed 100 times with 100 different sets of initial weights. The algorithm is implemented in a C program and the program is executed under Windows XP environment.

In the B-Quickprop algorithm, the values of $T$, $\Delta$, $N_{max}$, $\lambda$, and $d$ were set to $-10^3$, 0.1, 5, 2, and 10 respectively. Note that these parameters are robustness for different learning applications. To apply MGFPROP into the Quickprop algorithm, it is considered to apply in the output layer only because it is found that the effect is better than that applied in both layers. The value of $S$ in MGFPROP was set to 2, which is the default value in [21].

1. At the beginning, use MGFPROP and Quickprop.
2. When the first time Quickprop is used, record the values of all current weights $a^{(i)}_{ij}$.
3. Calculate the change of the system error, $\Delta E$.
   
   If $T \leq \Delta E \leq 0$, check the number of times that it has been visited (say $n$). Then apply the following equations to change the current weights ($a^{(i)}_{ij}$ is the current weight and $a_{ij}$ is the updated weight):
   
   If ($a^{(i)}_{ij} > a^{(i)}_{ij}$) $a_{ij} \leftarrow \Delta$ else $a_{ij} \leftarrow -\Delta$
   
   If ($n > N_{max}$) $n \leftarrow N_{max}$
   
   $a_{ij} \leftarrow a^{(i)}_{ij} \left[ 1 + k_{ij} 2^{|T/\lambda|} \right]$
   
   ($T$ is a small threshold)
   
   ($\Delta E$ = the change of the system error)
   
   ($\Delta$ = the expanding constant)
   
   ($N_{max}$ = the maximum value of $n$)
   
   ($\lambda$ = the expanding step size)
   
   ($n$ is equal to 1 if this is the first time trapped into such local minimum)

4. After $d$ iterations, the current weights are checked again. If the changes of all weights show that the learning process will be trapped into the same local minimum again, apply the following equations to change the current weights; otherwise, go to Step 2.

   $n \leftarrow n + 1$
   
   If ($n > N_{max}$) $n \leftarrow N_{max}$
   
   $a_{ij} \leftarrow a^{(i)}_{ij} \left[ 1 + k_{ij} 2^{\Delta/\lambda} \right]$

Fig. 6. The B-Quickprop algorithm

The performance comparisons among different fast learning algorithms in three different applications are shown in Table II. Note that the values shown in the second to the fourth column are the average number of epochs to converge over 100 runs, which is inversely proportional to the convergence rate. The values inside the bracket are the percentages of global convergence, which count the percentages of runs over 100 different runs that successfully converged to the system error of less than the error threshold. For example, the average number of epochs to converge and the percentage of global convergence of Quickprop in 5-bit Counting application are 479.90 and 63% respectively.
Table II shows that the convergence rate of Quickprop in the three applications was quite fast but its global convergence capability was poor. In the Breast Cancer application, the global convergence capability of Quickprop was extremely poor because there were many local minima in this application. By introducing MGFPROP into the Quickprop algorithm, the performance of the learning process was improved significantly in terms of the convergence rate and the global convergence capability. The improvement in the global convergence capability was very significant, especially in the Breast Cancer application, because MGFPROP not only increases the convergence rate by increasing the gradient of the error surface, it also solved the "flat spot" problem at the same time. On the other hand, the difference of the convergence rate between Quickprop and B-Quickprop with MGFPROP was not very significant — in the Breast Cancer application, the convergence rate of Quickprop with MGFPROP was only slightly greater than Quickprop alone. This is usually because the cases that cannot converge in Quickprop may spend more epochs to converge in Quickprop with MGFPROP, and thus the average number of epochs to converge increases in general. The difference in convergence rates between them will be large if only the cases that can converge into both algorithms are considered.

To compare the performance of Quickprop and B-Quickprop, the most significant difference was the global convergence capability — all cases in the three applications converged using B-Quickprop. In the Breast Cancer application, the percentage of global convergence increased from 4% to 100%. On the other hand, the convergence rate of B-Quickprop is greater than Quickprop, which can be easily identified in the 5-bit Counting problem. In the Breast Cancer and the Wine applications, however, the B-Quickprop convergence rate is slower than Quickprop because the cases that usually cannot converge in Quickprop may spend more epochs to converge in B-Quickprop, thereby increasing the average number of epochs to converge in general.

V. CONCLUSIONS AND FUTURE WORK

This paper investigated the performance of the Quickprop algorithm. It showed that the Quickprop algorithm has two major drawbacks: the gradient of the error surface is small and the learning curve is easily trapped into a local minimum. A new algorithm called Better Quickprop (B-Quickprop) was proposed to overcome these two drawbacks: MGFPROP is introduced into the Quickprop algorithm to increase the gradient of the error surface and hence speed up the convergence process; and a new local minimum solving algorithm is developed so that the learning process can search minima one by one until the global minimum is found. The simulation results found that B-Quickprop always significantly outperforms the original Quickprop algorithm in terms of the convergence rate and the global convergence capability, and the global convergence capability in B-Quickprop has especially been improved very significantly. In the Breast Cancer application, the global convergence capability improved from 4% to 100%.

In the future, the effect of the parameters (i.e., $\alpha$, $\mu$, $\Delta$, and $d$) on the performance of B-Quickprop will be studied. Additionally, B-Quickprop will be applied in other complicated applications to investigate its performance and compare it with the Quickprop algorithm.


