Abstract—In this paper, we examine the performance of a weighted voting classification strategy for human face recognition. Here, local template matching is used, but instead of summing the local distance measures, a weighted voting scheme based on rank information is used to combine the results of the local classifiers. This strategy can be used with any suitable features; for example, simple pixel features, or Gabor features, etc. If multiple features are available, we show how a sequential combination strategy can be devised to efficiently and reliably compute the final classifier output. Test results are presented for the problem of human face recognition on a large database of faces.

I. INTRODUCTION

In the automated face recognition problem, we are given a database of image samples of known individuals. The task is to design a system such that for any input image, the system either identifies the input with one of the known individuals, or else rejects the input as not known to the system.

There are two main parts to the face recognition problem: feature extraction and classification. In the feature extraction problem, the task is to find an efficient way to represent the pixel data. This involves designing a function to map from the original space of images to another (typically lower dimensional) space of feature vectors. Suppose the set of feature vectors is denoted:

\[ DB = \{ (x_k, ID_k) : k = 1, 2, ..., M \} \]

Here, \( x_k \) is the feature vector for person \( k \) and \( ID_k \) is the name of the person.

The classification problem involves designing a function to map feature vectors to the appropriate class label. As mentioned above, in addition to the class labels of the \( M \) known people: \( ID_1, ID_2, ..., ID_M \), the system must be capable of rejecting the input. Although the database may contain hundreds, thousands, or maybe even millions of people, the set of people who are not in the database (and have to be rejected) is always much larger; presently, that’s about 6 billion people—all the rest of the people on the planet! The crux of the face recognition problem, as with all pattern recognition problems, lies in balancing the ability of the system to recognize known people with the ability to reject strangers.

In this paper, we examine the performance of a weighted voting classification strategy for human face recognition. Here, local template matching is used (giving rise to an ensemble of classifiers), but instead of summing the local distance measures, a weighted voting scheme based on rank information is used to combine the results of the local classifiers. This strategy can be used with any suitable features; for example, simple pixel features, or Gabor features, etc. If multiple features are available, we show how a sequential combination strategy can be devised to efficiently and reliably compute the final classifier output. Test results are presented for the problem of human face recognition on a large database of faces.

The classification problem involves designing a function to map feature vectors to the appropriate class label. As mentioned above, in addition to the class labels of the \( M \) known people: \( ID_1, ID_2, ..., ID_M \), the system must be capable of rejecting the input. Although the database may contain hundreds, thousands, or maybe even millions of people, the set of people who are not in the database (and have to be rejected) is always much larger; presently, that’s about 6 billion people—all the rest of the people on the planet! The crux of the face recognition problem, as with all pattern recognition problems, lies in balancing the ability of the system to recognize known people with the ability to reject strangers.

In this paper, we examine the performance of a weighted voting classification strategy for human face recognition. Here, local template matching is used (giving rise to an ensemble of classifiers), but instead of summing the local distance measures, a weighted voting scheme based on rank information is used to combine the results of the local classifiers. This strategy can be used with any suitable features; for example, simple pixel features, or Gabor features, etc. If multiple features are available, we show how a sequential combination strategy can be devised to efficiently and reliably compute the final classifier output. Test results are presented for the problem of human face recognition on a large database of faces.

Note that the proposed sequential classifier strategy is similar in structure to nested cascade boosting. Boosting refers to a method of combining many weak classifiers into one highly accurate classifier (Freund and Schapire 1997; Schapire and Singer 1999). And the nested cascade approach can be used to speed up the computation (Viola and Jones 2001). There are, however, several open problems in designing nested cascade classifiers: the
training of the classifiers, how to produce a confidence measure from the previous classification stage, as well as how to make the final decision. The weighted voting sequential combination strategy proposed here answers these questions.

II. Voting-based Classification

Many face recognition systems use a local feature extraction approach. In this case, the input image and each database image are partitioned into a collection of windows, and local features, say of dimension $n$, are extracted at each window. Let $x[i]$ denote the local features extracted from window $i$ of the input image. The $N$-dimensional feature vector $x$ consists of a concatenation of all the local features extracted from the $N/n$ windows: $x[1], x[2], ..., x[N/n]$. Similarly, for the $k$th database image, the feature vector $x_k$ consists of the locally extracted features:

$$x_k[1], x_k[2], ..., x_k[N/n], k = 1, 2, ..., m$$

A common classification strategy involves local template matching. In this case, we require a distance measure to be computed locally at each window. Let $d$ be a distance measure between two $n$-dimensional vectors. Any suitable distance function can be used. In this paper, we use the city-block distance. Hence, the distance between two local features $x_k[i]$ and $x[i]$ is given by:

$$d_{k[i]} = d(x_k[i], x[i]) = \sum_{j=1}^{n} |x_k[i]_j - x[i]_j|$$

where $x_k[i]_j$ and $x[i]_j$ denote the $j$th component of $x_k[i]$ and $x[i]$, respectively.

A simple way to obtain a global distance measure between the $N$-dimensional feature vector $x$ and database pattern $x_k$ is to simply sum up the local distances between $x$ and $x_k$:

$$d_k = d(x, x_k) = d_{k[1]} + d_{k[2]} + ... + d_{k[N/n]}$$

These distances can then be used in a simple nearest neighbor classification strategy. In this case, the smallest distance is found, say $d_k^*$, and the candidate output of the classifier is taken to be person $k^*$. If the distance $d_k^*$ is suitably small, then the candidate is accepted as the system output; otherwise, the input is rejected.

The popular techniques reported in Wiskott et al., (1999) use the Gabor transform for local feature extraction, and then use the above summing strategy for combining local distance measures.

An attractive alternative to summing local distances is to use a voting strategy. In this case, at each window $i$, local distances are computed: $d_{1[i]}, ..., d_{M[i]}$ between the input and each of the $M$ database patterns. The smallest distance is found, say $d_k^*$, and then the local window $i$ casts a vote for database pattern $k^*$. Each window votes for the database pattern to which it is locally closest. A decision network then examines the votes cast from all the windows and choose the database pattern with the most votes (a plurality decision rule).

It is easy to introduce a rejection mechanism in the voting classifier. We simply use a threshold $T$ to indicate whether the number of votes received by the best matching pattern is sufficiently large. In the case that the number of votes received is less than $T$, the input is rejected.

In Anonymous (2003), it was shown that simple pixel-based features with a voting-based classification yields slightly better recognition results (and requires considerably less computation time) than using Gabor features with the summing strategy. In the next section, we generalize the voting-based classifier to allow for each window to cast a set of weighted votes.

III. Weighted Voting

At the local level, the voting classifier works in an all-or-nothing fashion. That is, the database pattern that has the smallest (local) distance gets a vote and all the other database patterns get nothing. It possible, though, that for a noisy input, the correct pattern may not appear first on the list of best matching patterns. In this case, the worst happens: the window casts a vote for a non-correct pattern and the correct pattern gets nothing.

The weighted voting model operates as follows. As before, we compute local distance measures at each window. But instead of just choosing the smallest distance and assigning a vote to the corresponding database pattern, we sort all the distances and assign a rank to each. Let the database pattern that has the smallest (local) distance be assigned rank $= 1$. The pattern with the next smallest distance will have rank $= 2$, etc. The distance computations and ranking of database patterns are done independently by each local window, hence this type of classifier is amenable to implementation on parallel processing systems.

A simple example will help clarify the concepts. Suppose we have a database consisting of $m = 3$ patterns and suppose the patterns are partitioned into $N/n = 9$ windows (in a $3 \times 3$ arrangement). Suppose that for a given input, the local distances are computed and sorted, and the resulting rankings are as shown in Figure 1. For example, for the first window (highlighted in the Figure), the local distances $d_1$, $d_2$, and $d_3$ were found to satisfy $d_3 < d_1 < d_2$. Hence, for this window, database pattern #1 is assigned rank $= 2$, database pattern #2 is assigned
rank = 3, and database pattern #3 is assigned rank = 1. The ranking from all the other windows are shown, as well.

Simple voting can be seen as a special case of weighted voting, where we only consider the rank 1 information. In the case of Figure 1, though, each database pattern would receive 3 votes, and hence the simple voting strategy cannot adequately discriminate among the database patterns. Clearly in this example, the second and third place rankings give additional information that would lead us to prefer database pattern #1 over the other two.

We propose that the total number of votes $N_{x_k}$ assigned to pattern $x_k$ be a weighted sum of the number of windows at each ranking. For database pattern $x_k$, let $N_{x_k}^{(1)}$ be the number of windows that were found to have rank 1, $N_{x_k}^{(2)}$ be the number of windows that have rank 2, etc. In general, let $N_{x_k}^{(r)}$ denote the number of windows that have rank $r$, $r = 1, 2, ..., m$. For example, for the first database pattern $x_1$ in Figure 1, $N_{x_1}^{(1)} = 3$, $N_{x_1}^{(2)} = 5$, and $N_{x_1}^{(3)} = 1$.

The total vote received by database pattern $x_k$ is given by:

$$N_{x_k} = \alpha_1 N_{x_k}^{(1)} + \alpha_2 N_{x_k}^{(2)} + \ldots + \alpha_m N_{x_k}^{(m)}$$  \hspace{1cm} (1)

where the weights $\alpha_1, \alpha_2, ..., \alpha_m$ are used to adjust the relative importance of each ranking. Note that the simple voting classifier described in the previous section has: $\alpha_2 = \alpha_3 = \ldots = \alpha_m = 0$.

Now how should the weights be chosen? First, let’s define a quantity that locally relates rank $r$ to the probability of choosing the correct database pattern (denoted $\omega_x$). Let $P^{(r)}$ be

$$P^{(r)} = \text{Prob}(\omega|\text{rank} = r)$$  \hspace{1cm} (2)

That is, given the fact that a database pattern is locally ranked $r$, $P^{(r)}$ gives the probability that it is, in fact, the correct database pattern. Similarly, let $E^{(r)}$ be the probability that, given the rank is $r$, an incorrect database pattern is chosen. We will assume that, in the case of incorrect classification, each of the $M-1$ non-correct database patterns are equally likely to be chosen; hence

$$E^{(r)} = \frac{1 - P^{(r)}}{M-1}$$  \hspace{1cm} (3)

Assuming that the local classifiers make decisions independently, Lin et al. (2003) showed that the optimal set of weights is given by

$$\alpha_r = \log \left( \frac{P^{(r)}}{E^{(r)}} \right), r = 1, 2, ..., m$$  \hspace{1cm} (4)

To summarize, the weighted voting classifier works as follows. Given an input pattern $x$, local distance computations and ranking are made between the input and each database pattern $x_k$ (see Figure 1). For each database pattern, we determine how many of the local windows that have rank $r$, $r = 1, 2, ..., m$. For example, for the first database pattern $x_1$ in Figure 1, $N_{x_1}^{(1)} = 3$, $N_{x_1}^{(2)} = 5$, and $N_{x_1}^{(3)} = 1$.

The pattern that receives the largest weighted vote is the candidate output. If the weighted vote of the candidate is greater than the system threshold $T$, then the system outputs the candidate pattern; otherwise the input is rejected.

If multiple images for each person in the database are available, it is possible to compute $P^{(r)}$ and $E^{(r)}$ by using a delete-one approach. When only 1 image per person is available, such a training phase is not possible. In this case, we use the following heuristic to set the weights:

$$\alpha_r = \frac{1}{r}$$  \hspace{1cm} (5)
We have found empirically that this choice of weights works fairly well for the face recognition problem.

IV. Combination of Classifiers

The above weighted voting classification strategy can be used with any type of features. If multiple features are available, then separate weighted voting classifiers can be formulated, and a combination of classifiers strategy can be used to combine the various outputs to get a single decision. To simplify the discussion, we consider the case of combining the outputs of two voting-based classifiers: A and B, as shown in Figure 2.

![Figure 2. Combination of classifiers.](image)

Various combination strategies have been studied, such as averaging and max/min. In the averaging combination strategy, a system threshold $T$ is chosen. The input is classified by both classifiers A and B. If A and B output different classes, then the input is rejected. However, if A and B output the same class, then the weighted votes received by both classifiers are averaged and compared to $T$. If the average number of votes exceeds $T$, the common output is accepted as the system output; otherwise, the input is rejected.

In the max/min combination scheme, the system output is determined by whichever classifier receives the most votes. In both the average and min/max schemes, the outputs of both classifiers must be computed, and hence the computation time is the sum of the times required by A and B (assuming that the system is run on an ordinary single processor machine).

An appealing feature of voting-based classification is that we can use the total number of votes as a confidence measure for the system output. The more votes the output receives, the more likely the output is the correct match.

Consider the sequential strategy shown in Figure 3. Here, the input is always first classified by A. If the number of votes received by the candidate output is sufficiently large, we accept the decision of A. Otherwise, additional processing is required, and the input is sent to classifier B. When both classifiers are needed, a traditional combination scheme can be used.

![Figure 3. Sequential combination of classifiers.](image)

V. Testing Methodology

The face recognition research community has developed protocols for assessing system performance (Phillips et al., 2000). There are 2 main tests commonly used: identification test and watch list test. In both cases, we are given a database of face images. In the identification test, the system is tested with images of known people (of course, the test images are different from the database images). For a given input image, the task is to identify which database person it is. In this case, no rejection state is needed. The measure of merit here is the identification rate (IR), which is the probability that a given input image will be matched with the correct database person.

![Figure 4. Samples of database and test images.](image)
The face database used for the experiments reported here contains 1400 different people and 4 samples of each person. The 4 samples show different facial expressions: blank expression, smile, angry expression, and surprise. There are two test images per person. The first test image shows a blank facial expression (different from the blank database image). The second test image shows an arbitrary facial expression, where the subject tries to fool the system. A few sample images are shown in Figure 4. A detailed discussion of the construction of the face database can be found in (Anonymous, 2000). All images in the database are of size $82 \times 115$, and show the subject centered in the image. In the experiments presented in the next section, we will use a database of 1300 people. The remaining 100 people will be used as a false positive test set (needed to compute the false acceptance rate).

VI. Experimental Results

Weights

Since the given database contains multiple images per person, it is possible to compute the probabilities $P(r)$ and $E(r)$ using a delete-one training method. Figure 5 shows the results of such an experiment. Here, we computed separate values of $P(r)$ for each of the different facial expressions. When the rank is less than 5, there can be a significant difference in the values of $P(r)$ among the expressions. As the rank increases, though, all 4 sets of weights converge to similar values.

![Figure 5. Probability $P(r)$ as a function of rank $r$.](image)

Depending on the application, one might choose to use just one of the sets of probabilities, or possibly compute the average of all 4 values. As mentioned above, a useful empirical measure for these probabilities is $\alpha(r) = 1/r$. These values are shown as circles on the graph.

Sequential Combination of Classifiers

In this Section, we examine the difference in performance between simple voting and weighted voting. In addition, we examine the difference in performance between using a single classifier and using a combination of classifiers approach. The first individual classifier uses pixel features, while the second use Gabor features. When combining classifiers, $A$ is taken to be the pixel-based classifier and $B$ is taken to be the Gabor-based classifier.

Figure 6 shows the results of the watchlist test when the blank test images are used with (a) simple voting and (b) weighted voting.

![Figure 6. ROC curves on the 1300 person database with the blank test images. (a) Simple Voting and (b) Weighted voting. The results of the individual Gabor and pixel-based classifiers are shown, along with 3 combination schemes: average, max/min, and the sequential classifier.](image)
threshold $T$ is typically implicit in the ROC graph. For these curves, the threshold was varied from $T = 4$ to $T = 8$, and is explicitly labeled in Figure 6(a) for the Gabor features classifier.

The results show that weighted voting performs slightly better than simple voting. In both cases, the sequential combination scheme gives similar performance to the average combination scheme.

Figure 7 shows the results for (a) simple voting and (b) weighted voting when the arbitrary test images are used. Clearly, the arbitrary test set is more difficult than the blank test set, as evidenced by smaller detection and identification rates. The performance improvement in using weighted voting is more apparent.

Table 1 shows the time required to classify a single image for each of the individual classifiers, as well as the 3 different combination schemes. As expected, the time required to compute the output for the average or max/min classifier is the sum of the times required by the individual classifiers. The sequential classifier, though, gives similar performance to both combination schemes, but requires much less computation time.

It is interesting that the sequential combination scheme requires about twice as much time for the arbitrary expression test images than the blank images. This indicates that the second classifier is called upon much more often for the more difficult images.

![ROC curves](image-url)

**Figure 7.** ROC curves on the 1300 person database with the arbitrary expression test images. (a) Simple Voting and (b) Weighted voting.

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Individual Classifiers</th>
<th>Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Blank</td>
<td>3.1</td>
<td>15.1</td>
</tr>
<tr>
<td>Arbitrary</td>
<td>3.1</td>
<td>15.1</td>
</tr>
</tbody>
</table>

Table 1. Average classification time (in seconds) per test image. 2 different test sets are used: blank facial expression and arbitrary facial expression. Here, classifier A uses pixel features and weighted voting classification, and classifier B uses Gabor-based features with weighted voting classification.
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