Abstract—The first demonstration of optofluidic tomography is presented. Using partially coherent illumination, holograms of objects are recorded at multiple viewing angles, as they flow through a microfluidic channel placed directly on the top of an opto-electronic sensor array. These lensfree holograms are then digitally processed to compute pixel super-resolved tomograms of micro-objects to achieve sectional opto-fluidic imaging on a chip.

I. INTRODUCTION

The combination of optics and microfluidics gave rise to the field of optofluidics, which is a powerful integrated platform for lab-on-a-chip systems [1],[2]. Adaptive-optical lenses [3], flow-cytometers [4], bio-sensors [5]-[8] and tunable lasers [9],[10] are among the recently developed optofluidic systems. An exciting direction in optofluidics is towards the development of on-chip imaging modalities. Recently introduced optofluidic microscopy platforms [11],[12] offer high-throughput handling and imaging of micro-objects in a compact and versatile architecture.

In addition to these, there have been significant developments in microscopy modalities that can achieve sectional imaging. Optical projection tomography [13],[14], optical diffraction tomography [15]-[19] and light-sheet microscopy [20],[21] techniques have been developed for microscopic imaging of objects such as cells and multicellular model organisms. Nevertheless, an on-chip 3D imaging platform that can be integrated with lab-on-a-chip devices has not yet been introduced. Towards this end, we present the first demonstration of optofluidic tomography, which can perform sectional imaging of objects flowing through a microfluidic channel on-a-chip. Optofluidic tomography, with its decent 3D spatial resolution, could provide a new toolset for various biomedical imaging applications that utilize lab-on-a-chip devices.

II. OPTOFLUIDIC TOMOGRAPHY SET-UP

Our optofluidic tomography platform builds on partially coherent lensfree on-chip holography [12],[22]. As illustrated in Fig. 1, a partially coherent light source (~10nm around a center wavelength of 600nm) is used to illuminate samples flowing through a microfluidic channel. The slanted microfluidic channel having a relatively large cross-section of ~80µm×1mm is placed directly on top of a digital sensor array (Aptina MT9P031STC, 5 Megapixels, 2.2µm pixel size) such that the objects flow at a distance of <1mm above the active area of the sensor-chip. While the objects are electro-kinetically driven through the micro-channel, lensfree inline-holograms of the sample are recorded by varying the illumination direction within an angular range of ±50º. In order to employ pixel super-resolution (SR) techniques [12], multiple holograms for each illumination angle are recorded (while the objects are flowing within the channel), which enabled us to digitally synthesize a single SR hologram with increased the numerical aperture (NA ~ 0.3-0.4) for each viewing angle.

III. EXPERIMENTAL RESULTS

In order to demonstrate the proof-of-concept of optofluidic tomography, we conducted experiments with a wild-type C. Elegans worm, which is a commonly used model organism in biomedical sciences. Multiple holograms of a C. Elegans worm at each illumination angle between ±50º with 2º increments were recorded as the worm flowed rigidly through the microfluidic channel. The flow speed was maintained at approximately 1µm/sec such that consecutively recorded holograms (with 5 frames/sec) at a given angle can be treated as shifted versions of the

Fig. 1. Schematic illustration of the optofluidic tomographic microscope is shown. The objects are electro-kinetically driven through the slanted microfluidic channel, placed on the top of a digital sensor array, while partially-coherent illumination is utilized to record lensfree digital inline holograms at varying illumination angles.
same hologram with respect to the pixel grid of the sensor array. That is, in each frame recorded at a fixed illumination angle, the digital sensor array physically samples the same optical field with different sub-pixel shifts as the object rigidly flows within the channel. Therefore, pixel super-resolution techniques can be employed to synthesize SR holograms [12] for each viewing angle using multiple lower resolution (LR) raw holograms measured for the corresponding illumination angle. Fig. 2 shows LR and SR holograms for three illumination angles, i.e. -34°, 0° and 34°, where the aliased high-frequencies in the LR lensless holograms are clearly resolved in their corresponding SR holograms, thereby increasing the NA of our images. It should also be noted that a priori knowledge of the object shift is not necessary, and in fact these shifts are digitally estimated using an iterative gradient algorithm [12].

In order to determine the optimum number of frames to use per illumination angle, we reconstructed the SR holograms of an object calculated by using different number of frames ranging between 1 and 100. As shown in Fig. 3, ~15 frames are sufficient to achieve a decent image quality, and using more frames does not further increase the resolution.

Once a set of SR holograms for all illumination angles (total of 51 holograms) is digitally synthesized, lensfree images of the objects for these viewing angles can be obtained by a custom developed digital reconstruction algorithm [22]. Although oblique illumination is utilized during the recording process, each SR hologram is still an inline hologram. Therefore, as in conventional inline holographic microscopy, the recorded holograms are digitally reconstructed by multiplying with a digital reference wave, which in our case is a tilted plane wave with a propagation angle of θ. We further use a support-constrained iterative phase-recovery algorithm to eliminate the twin-image artifacts associated with inline holography. In ~10-20 iterations where the field is digitally propagated back-and-forth between detector and object planes, the complex optical field transmitted by the object for all illumination angles can be obtained. To demonstrate that, Fig. 4 shows digitally reconstructed lensfree amplitude and phase images of a C. elegans sample for different angles of illumination.

For weakly scattering objects, the recovered optical field can be assumed to be the projection of the 3D transmission function of the object [13]. Owing to the large depth-of-focus of our digitally reconstructed lensfree images (e.g. ~50 µm), which is a general property of inline holography [25],[26], this projection assumption is further satisfied since all points of the object lie within the depth-of-focus of our imaging platform. In this case, the reconstructed amplitude images, which we call lensfree projection images, can be back-projected to reconstruct the 3D transmission function of the objects. That is, using a weighted back-projection algorithm [27], tomographic images of the transmission function of the object can be obtained, permitting sectional imaging with significantly increased axial-resolution compared to a single in-line hologram. Fig. 5 shows tomograms computed for a C. Elegans worm. Distinct details can be observed at each slice shown in Fig. 5, which demonstrates optical sectioning with our optofluidic tomography platform. We also verified that the axial full-width-at-half-maximum (FWHM) along the tomogram of the worm roughly matches with its actual thickness of ~30 µm. The acquisition of this holographic data took ~2.5min, which was limited by the frame rate of the digital sensor array (5 frames/sec). The acquisition time can be significantly reduced, e.g., down to <30sec using commercially available faster sensors. The entire data processing (synthesizing SR holograms, holographic reconstruction and weighted back-projection) takes <3.5min using a single graphical processing unit.

Fig. 2. (Top) Lensfree LR (raw) holograms of a C. elegans worm at three different illumination angles (θ = -34°, 0° and 34°) are shown. (Bottom) SR (super-resolved) holograms for the same viewing angles are presented. Note that the lensfree holograms are wider for the tilted illumination angles, as expected, when compared to the vertical illumination case.

Fig. 3. Digitally reconstructed SR holograms (for the case of vertical illumination) are shown. The number on the top-right corner of each image denotes the number of consecutive frames used to synthesize the corresponding SR hologram. Based on these results, we concluded that recording ~15 frames (raw holograms) for each angle is sufficient to perform pixel super-resolution.
(GPU), which could be completed much faster with multiple GPUs working in parallel.

![Fig. 4. Reconstructed amplitude and phase images for tilted illumination angles (θ = -34°, 0°, +34°) in optofluidic tomography are shown, along with a 40X objective-lens (0.65 NA) microscope comparison image (leftmost image) of the same C. Elegans worm.](image)

IV. DISCUSSION

Our optofluidic tomography scheme provides a unique platform for achieving sectional imaging on a chip, which can be especially useful for 3D microscopy applications in microfluidic systems. We would like to emphasize that the lens-free hologram recording geometry with unit fringe magnification [12],[22] in our opto-fluidic microscopy platform conveniently permits imaging of flowing objects using various illumination angles as shown in Fig. 1, which is the key enabler for optofluidic tomography.

Whereas sub-micron lateral spatial resolution can be achieved through pixel super-resolution [12],[24], the axial resolution (along z) is estimated to be ~3µm since projection images are available for a limited range of angles, i.e. ±50°, which theoretically results in a missing wedge in the Fourier space of the tomograms leading to an axially elongated point-spread function (PSF) [28]. Although not implemented in this work, the axial-resolution can be further improved by either implementing a dual-axis
tomography scheme where projections are acquired along two orthogonal tilt directions [28],[29], or by implementing an iterative algorithm to digitally recover the missing region in the spatial-frequency spectrum of the object [30].

Acquiring the projection images through holographic recording and reconstruction provides a unique advantage to our optofluidic tomography platform to correct for possible fluctuations in the object's vertical position as it flows through the channel. Since projection holograms are digitally reconstructed at the best-focus distance, the object essentially does not go out-of-focus of the imaging system, and the change in the object’s position within the channel does not result in significant artifacts in the computed tomosgrams. This is another important advantage of our holographic opto-fluidic tomography platform over conventional non-holographic opto-fluidic microscopes.
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