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Abstract—CT colonography has emerged as a minimally invasive alternative to optical colonoscopy for the screening of polyps which are the precursors to colon cancer. Accurate polyp measurement is crucial as the size of a polyp is considered an indication of its potential for malignancy. We present a novel method for the automatic measurement of polyps. It is based on a level set algorithm capable of evolving on the surface of a 3D object represented by a triangular mesh. It is guided by curvature features and is capable of segmenting the polyp neck, that is, the ridgeline/crestline formed around the polyp by its merging to the colon wall. Our method was validated on 40 polyp surfaces obtained from real clinical data. A 3D manual measurement was used as the reference standard. A correlation of 0.825 was found between polyp measurements from our new method and the reference standard.

I. INTRODUCTION

Although colon cancer is the second leading cause of cancer mortality in the United States [1], screening is not as widespread as could be wished because of the perceived discomfort associated with optical colonoscopy. Computed tomographic colonography (CTC) has been intensively investigated as a minimally invasive, more acceptable alternative for the screening of polyps, which are the precursors of colon cancer. Computer aided detection (CAD) of polyps has been actively pursued in order to reduce radiologists’ reading time and increase sensitivity and consistency [2]-[4]. A CTC CAD system must detect and measure polyps. Detection is a classifying task that results in a binary decision (a portion of the colon surface is either a polyp or not) while measurement is a quantitation problem. Both tasks require a polyp segmenter. In theory the same segmenter could be used for both although the priorities are not exactly identical. In the case of detection a partially segmented polyp might be good enough while for measurement an accurate segmentation is necessary. A possible strategy would use two different segmenters with the measurement segmenter refining the detection segmenter. Measuring polyps is important because the diameter of a polyp is considered an indication of its potential malignancy. Ideally a CTC CAD system would ignore polyps under 0.5 cm and call the radiologist’s attention to polyps approaching 1.0 cm. Under current guidelines, polyps 1.0 cm or larger should be immediately removed.

So far, in the published literature, the detection task has received the most attention. Results are usually presented in terms of the rates of true and false positives. However, recent times have seen a growing interest for the automated measurement of polyps. Dijkers et al. [5] and Fletcher et al. [6] presented work on polyp measurement with validation on a colon phantom while Taylor et al. used a human specimen obtained from colectomy [7]. In vivo studies were presented by Yeshwant et al. [8] and Burling et al. [9]. The automated methods in [8] and [9] both segment polyps in the CT volume, using respectively an active contour method and a fuzzy region growing. In the present paper we present a novel algorithm that works on the surface of a colon rather than in its volume. Our polyp segmentation uses a level set algorithm capable of evolving on a 3D surface mesh. It is guided by curvature features and is capable of segmenting the polyp neck, that is, the ridgeline/crestline formed around the polyp by its merging to the colon wall. The level set we implemented, the geodesic active contour (GAC), was chosen for its robustness to boundary inhomogeneities, which, in the present case, means inhomogeneities in the curvature properties of the polyp neck. The validation involves 40 polyp surfaces obtained from in vivo clinical data.

II. METHODS

The inputs to our algorithm are colonic surfaces obtained using the marching cubes algorithm after colon segmentation. The algorithm is a level set designed to evolve on 3D surfaces represented by triangular meshes. Level sets are evolving contours that can expand, contract and even split or merge [10]. For the purpose of segmentation, they are designed to deform so as to match an object of interest and stop at its boundaries. The level set we chose to implement, the GAC, evolves according to [11]:

$$\frac{d\psi}{dt} = \alpha g c |\nabla \psi| + \beta g k |\nabla \psi| + \gamma \nabla g \nabla \psi$$  \hspace{1cm} (1)

The evolving contour is encoded as the zero level set of the distance function $\psi(x,t)$. In other words, points that verify $\psi(x,t) = 0$ form the contour. By convention, the distance is negative for points inside the contour and positive for the ones outside.
\[ \psi(\tilde{x}, t) = \pm d \]  

(2)

where \( d \) is the distance from point \( \tilde{x} \) to the zero level set contour. The first term on the right-hand side of Equation 1 is the propagation term that makes the contour move with velocity \( c \). The second is the curvature term which controls the smoothness of the contour using the mean curvature \( \kappa \). The third term, the advection term, was introduced by Caselles et al. [11] to lock the contour to the boundary. The parameters \( \alpha, \beta \) and \( \gamma \) weight the importance of each term. The spatial function \( g \), derived from the image or surface to be segmented, encodes the information about the objects’ boundaries and is called the speed function. This function is crucial as it guides the contour.

Level sets have mainly been implemented on rectangular grids. How to implement the GAC on a triangular mesh representing the surface of a 3D object was detailed in [12]. A narrow band strategy was used. In [12] the mesh level set was used to extract the ridgelines of vertebral bodies. In order to adapt it to the problem of segmenting polyps from colonic walls we introduced important innovations.

A. Speed function

A novel speed function was designed. While in rectangular grids guiding features are mainly grey level edges, on 3D surfaces, features are based on curvature properties. Shape Index (SI) and Curvedness (CV) are two meaningful ways of quantifying curvature properties [13]. At a local level on a surface, SI quantifies the nature of the shape (cap, ridge, saddle, rut, cup) while CV quantifies the degree of curvature. In [12] only CV was used. Here we only use SI because CV is not a distinguishing feature. Flat polyps have low CV like most of the colon surface. On the other hand SI is independent of the degree of curvature. Flat or non-flat polyps all have SI of a cap while polyph necks are mostly made of vertices with SI ranging from saddle to rut. Our speed function must therefore assign high speed values to cap vertices and low speed to saddle and rut shapes. This can be done using the following sigmoid:

\[ g_{SI}(V) = 1 - \frac{1}{1 + \exp\left(-\frac{SI - \xi}{\eta}\right)} \]  

(3)

Where \( g_{SI}(V) \) and \( SI \) are respectively the values of the speed function and shape index at vertex \( V \). The two parameters \( \xi \) and \( \eta \) are defined as follows [14]:

\[ \eta = \frac{SI_1 - SI_2}{6} \quad \xi = \frac{SI_1 + SI_2}{2} \]  

(4)

Such a choice for \( \eta \) and \( \xi \) ensures that \( g_{SI}(V) \) assigns (i) a speed value increasingly lower than 0.05 to SI values increasingly larger than \( SI_1 \) and (ii) a speed value increasingly larger than 0.95 to SI values increasingly smaller than \( SI_2 \). SI values fall in the range of 0 to 1, with the following correspondences between shapes and values:

\[ \text{[cap, ridge, saddle, rut, cup]} = [0, 0.25, 0.5, 0.75, 1.0] \]

It can be seen that selecting 0.2 and 0.3 for respectively \( SI_2 \) and \( SI_1 \) will ensure high speed for caps and low speed for saddle/rut.

B. Seeding and initial contour

For the present study seeds were placed manually in the CT volume. To find the seed on the corresponding mesh we cluster cap vertices (defined as having SI value between 0 and 0.2) using a simple blob-labeling technique on the mesh. Two cap vertices belong to the same blob, if they are connected by an edge. Let \( N_c \) be the total number of cap vertices in the vicinity of the volume seed. \( N_c \) can be taken as an indication of the size of the polyp. We consider the 2 largest cap clusters. If \( N_c \) is less than 100 the centroid of the largest cluster is our seed. If it is larger we use the centroids of both clusters as seeds.

In [12] the initial contour was a circle of a fixed size centered on the seed. Such a method worked well for the extraction of vertebral ridgelines. In the present work we used a more adaptive method because polyps have a wide range of sizes. Our new method for placing the initial contour is an iterative region growing algorithm. At each new iteration the neighbors of the vertices added during the previous iteration are examined. If they verify certain conditions based on the speed function they are added to the region. A vertex \( V \) is added if \( g_{SI}(V) \) as defined by Equation 3 is larger than 0.25. The number of iterations depends on the number of cap vertices \( N_c \). If \( N_c \) is larger than 50, the number of iterations is 10, otherwise it is 4. At the end of the iteration process, the boundary between the grown region and the background constitutes the initial contour.

C. Adaptive time step

During the Runge-Kutta discretization of Equation 1, a timestep \( \Delta t \) must be chosen. In [12], the timestep was a fixed quantity. However on a mesh where the length of edges is variable, such a choice is questionable. In the present work we make the timestep adaptive. A specific timestep is now computed for each vertex on the contour. The level set locally advances in the direction normal to the contour. As can be seen from Equation 1 the gradient of the distance function \( \nabla \psi \) has to be computed. For each vertex \( V \) on the contour we take the normalized gradient to be the local normal to the contour. We consider the set \( \{V_i\} \) of immediate neighbors of \( V \). Let \( V_n \) be the neighbor that lies in the direction closest to the normal at \( V \). We take the timestep \( \Delta t \) at to be:

3618
\[ \Delta t = \lambda |V_n - V| \]  

where \( \lambda \) is a proportionality constant. We found 0.8 to be a suitable value.

Once the segmentation of a polyp is obtained, we can extract its largest diameter. We go through all the vertices belonging to the polyp. For each of these vertices we find the vertex most remote from it and record the distance between them. The largest of all recorded distances is taken as the polyp’s largest diameter.

To conclude this section we must add that the maximum number of iterations is 50 and that the narrow band is a 2-ring neighborhood around the contour. The values we used for the parameters \( \alpha, \beta \) and \( \gamma \) in Equation 1 are respectively 1, 1.5 and 2, which are the same as in [12].

III. EXPERIMENTAL RESULTS

The dataset used to validate the algorithm consists of 40 polyp surfaces, a prone and a supine surface for 20 polyps. CT was performed using either a four-detector row or eight-detector row CT scanner (GE LightSpeed or Light Speed Ultra, General Electric Medical Systems, Waukesha, Wis.). Scanning parameters were 120 kVp, 100 mAs, 1.25-to-2.5 mm collimation, table speed of 15 mm per second, and reconstruction interval of 1 mm. Standard bowel preparation was performed including faecal tagging and air insufflation.

As the reference standard we used a manual 3D CT reading performed with a commercial colonography software (Viatronix). This software reconstructs a 3D view of the interior of the colon. A built-in caliper is used to trace the polyp’s largest diameter. The sizes of the polyps thus measured ranged from 4.2 to 19.6 mm. Fig. 1 shows the measurements obtained using our novel level set method (LS) versus those of the manual 3D diameter tracing (LM3D). The correlation between the two measures was \( R = 0.825 \) (p<6x10^{-11}). The intra-class correlation, a measure of agreement between the two readings, was also computed. The intraclass correlation is 0.794 (95% confidence interval 0.707 – 0.87).

We also evaluated the consistency between prone and supine measures. For the 20 polyps, the fractional difference, defined as the absolute difference between prone and supine sizes divided by the mean of those sizes, was computed. For LS and LM3D the means (standard deviations) were respectively 0.12 (0.17) and 1.6 (1.4). The automated method has a lower mean fractional difference. Fig. 2 shows an example of contour evolution on a polyp on a haustorial fold and Fig. 3 shows examples of final segmentation for a wide variety of polyps.

IV. CONCLUSION

We have presented a novel algorithm for the linear measurement of polyp sizes. The method consists of a level set that evolves on a triangular mesh representing the 3D surface of the colon. It is guided by curvature features and can extract the ridgeline/crestline formed around the polyp by its merging to the colon wall (polyp neck). The method was validated on 40 polyp surfaces against a manual 3D CT reading. The correlation between manual and automated measures was 0.825.
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Fig. 2. Level set evolution on a polyp on haustral fold. The total number of iterations was 30. Every 6 other frame is shown.

Fig. 3. Nine examples of level set polyp segmentation and measurement. The diameter is measured between the two black dots. LS and LM3D are respectively the level set and manual measures. All measures are in cm. The second and third column respectively shows polyps on haustral folds and flat polyps.