Biophysical Synaptic Dynamics in an Analog VLSI Network of Hodgkin-Huxley Neurons
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Abstract—We study synaptic dynamics in a biophysical network of four coupled spiking neurons implemented in an analog VLSI silicon microchip. The four neurons implement a generalized Hodgkin-Huxley model with individually configurable rate-based kinetics of opening and closing of Na⁺ and K⁺ ion channels. The twelve synapses implement a rate-based first-order kinetic model of neurotransmitter and receptor dynamics, accounting for NMDA and non-NMDA type chemical synapses. The implemented models on the chip are fully configurable by 384 parameters accounting for conductances, reversal potentials, and pre/post-synaptic voltage-dependence of the channel kinetics. We describe the models and present experimental results from the chip characterizing single neuron dynamics, single synapse dynamics, and multi-neuron network dynamics showing phase-locking behavior as a function of synaptic coupling strength. The 3mm × 3mm microchip consumes 1.29 mW power making it promising for applications including neuromorphic modeling and neural prostheses.

I. INTRODUCTION

The biological system observed in animal behavior is incredible in its range and depth of function. This is especially apparent in the capacity of the brain and neuromuscular system to govern and control the body in its vast assortment of tasks. Neuromorphic engineering [1] takes inspiration from neurobiology in the design of artificial neural systems in silicon integrated circuits, based upon function and structural organization of biological nervous systems. By emulating the form and architecture in biological systems, neuromorphic engineering seeks to emulate the function as well [3], [4], [8], [9] and [10]. In the context of the neuromuscular system, this leads to the study of neural networks and synaptic dynamics. Not only does this prove helpful to advance the knowledge and understanding of the biological models, but they can also be used to interface with biological systems as a prosthesis.

Here we present a network of Hodgkin-Huxley [2] neurons and conductance-based synapses that accurately models the detailed rate-based kinetics of membrane channels in the neural and synaptic dynamics. The voltage dependence of the channel opening and closing rates is approximated through programmable analog regression functions. Circuit details of the NeuroDyn system are presented in a previous work [13]. The synaptic dynamics and coupled neurons which were not presented in [13] are described later in this paper. The biorealistic accuracy derived from a biophysical origin basis for the model implementation of the neurons and synapses coupled with the flexibility offered with a programmable interface makes the NeuroDyn system well-suited to model and simulate a variety of biological systems. For example, central pattern generators require only a few neurons for implementation yet they can characterize complex behavior [7]. Furthermore, there are various analog and digital exposed probes in the circuit board allow for a real-time interface to the internal membrane channel dynamics. Previous neuron-based circuit systems have been used to either model or interface to various biological systems through the implementation of sophisticated signal processing [5], [6]. The NeuroDyn system provides greater insight into the biological basis behind the function through the biophysical origin of its models.

A. NeuroDyn Overview

The NeuroDyn Board consists of 4 Hodgkin-Huxley based neurons fully connected through 12 conductance-based synapses as shown in Fig. 2(b). All parameters are individually addressable and individually programmable and are biophysically-based governing the conductances, reversal po-
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neurons. Notice that each channel current and synaptic current follow the same general form as illustrated in Fig. 2(c). The channel current is a product of a conductance term modulated by a product of gating variables and the difference between the membrane voltage and reverse potential as illustrated below in (1) and (2). The similar form for both the neuron channel currents and synaptic current allow for a small number of circuits to model each component of the channel current.

II. BIOPHYSICAL MODELS

A. Membrane Dynamics

The Hodgkin-Huxley membrane dynamics including conductance-based synapses is described by

$$ C_{mem} \frac{dV_i}{dt} = -I_{Na_i} - I_{K_i} - I_{L_i} - \sum_j I_{syn_{ij}} \quad (1) $$

where $i, j = 0 \ldots 3$, and

$$ I_{Na_i} = g_{Na_i} m_i^3 h_i (V_i - E_{Na_i}) $$
$$ I_{K_i} = g_{K_i} n_i^4 (V_i - E_{K_i}) $$
$$ I_{L_i} = g_{L_i} (V_i - E_{L_i}) $$
$$ I_{syn_{ij}} = g_{syn_{ij}} r_{ij} (V_i - E_{syn_{ij}}) $$

B. Channel Kinetics

The gating variables $n_i, m_i$, and $h_i$ in the HH neuron model are modeled by a rate-based approximation to the kinetics governing the random opening and closing of membrane channels [11]:

$$ \frac{dn_i}{dt} = \alpha (1 - n_i) - \beta n_i \quad (3) $$

where $\alpha$ and $\beta$ are the voltage dependent opening and closing rates of the channel gates, and $n_i$ (which stands for any of the $n, m, h,$ and $r$ variables) is the fraction of channel gates in the open state. In the case for the synapse dynamics, the rate variables $r_{ij}$ are modeled slightly differently:

$$ \frac{dr_{ij}}{dt} = \alpha T (1 - n_i) - \beta r_{ij} \quad (4) $$

where $T = \text{neurotransmitter concentration}$ and is defined by:

$$ T = \frac{T_{max}}{1 + e^{-(V_{pre} - V_p)/k_p}} $$

where $r$ is the fraction of receptors in the open state, $T_{max}$ is the maximum neurotransmitter concentration, $V_{pre}$ is the membrane potential of the presynaptic neuron, $V_p$ is the half-rise voltage potential, and $k_p$ controls the steepness of the sigmoid.

We are able to model both NMDA and non-NMDA type synapses using the programmable architecture described above. Each synaptic connections opening rate $\beta$ term is dependent upon the pre-synaptic membrane voltage. By setting the programmable values for the $\alpha$ and $\beta$ opening and closing functions, we can model NMDA and non-NMDA synapses. We can also vary the $E_{syn}$ value relative to the resting membrane potential to program each synapse as either inhibitory or excitatory.

### TABLE I

<table>
<thead>
<tr>
<th>Neurons V₁:</th>
<th>$\alpha_{n₁}(V)$</th>
<th>$\beta_{n₁}(V)$</th>
<th>$g_{Na₁}$</th>
<th>$E_{Na₁}$</th>
<th>$E_{K₁}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{m₁}(V)$</td>
<td>$\beta_{m₁}(V)$</td>
<td>$g_{K₁}$</td>
<td>$L₁$</td>
<td>$E_{L₁}$</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{h₁}(V)$</td>
<td>$\beta_{h₁}(V)$</td>
<td>$g_{Na₁}$</td>
<td>$E_{Na₁}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4x3x7*</td>
<td>4x3x7*</td>
<td>4x3</td>
<td>4x3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Synapses $s_{ij}$:</th>
<th>$\alpha_{r_{ij}}(V_{pre})$</th>
<th>$\beta_{r_{ij}}(V_{post})$</th>
<th>$g_{syn_{ij}}$</th>
<th>$E_{syn_{ij}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12x7*</td>
<td>12x7*</td>
<td>12</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

*All rates $\alpha$, $\beta$ are functions of voltage as 7-point sigmoidal spline.

Fig. 2. NeuroDyn chip micrograph (top left) and system diagram (top right). Four neurons are interconnected by twelve synapses, each with programmable channel kinetics, conductances, and reversal potentials (see Table 1). System diagram for one of the four neurons in the NeuroDyn chip (bottom).
III. NEUROMORPHIC MODELING

The membrane dynamics and general rate-based models of voltage-gated channel kinetics are emulated in silicon. We model the voltage dependence of each of the opening and closing rates as a 7-point sigmoidal spline regression function. The voltage bases of the splines are linearly spaced, and the amplitudes are individually programmable (including sign selection), allowing for large and varied model space.

A. Programmable Channel Kinetics

We programmed the gate opening and closing variables for one neuron implementing the HH model. We performed linear regression to determine the parameters of the spline model based on chip characteristics. With 10-bit programming for each of the 7 spline amplitude levels in the regression functions, an adequate fit was obtained as shown in Fig. 3.

IV. EXPERIMENTAL RESULTS

A. Neuron Spiking Dynamics

We implemented the HH model in one neuron and observed the dynamics of the membrane and gating variables as shown in Fig. 4.

B. Synapse Dynamics

We programmed a $GABA_A$ inhibitory synapse with a single presynaptic spiking neuron input according to the configuration illustrated in Fig. 5(a). The conductance curves of the synapse are shown in Fig. 5(b). We chose to demonstrate synaptic dynamics using a simple network of two coupled neurons connected with inhibitory synapses as illustrated in Fig. 6. The neurons were programmed with parameters according to the equations of the Hodgkin-Huxley model. The synapses were programmed with parameters according to $GABA_A$ inhibitory synapses.

C. Neuron Network Dynamics

The neurons were first programmed to spike independently. All incoming synaptic inputs to each neuron were disconnected by setting the synaptic conductances to zero. Then the neurons were connected by setting the synaptic conductances to appropriate values. The resulting waveforms are shown in Fig. 7. Notice that especially in the oscilloscope capture from the couple neurons, that there is an observable timing jitter in the spiking neuron waveforms. This phase noise is due to the noise inherent in using a circuit implementation for the neuron and synapses. This proves to an advantage as it is more biorealistic to include random noise similar to the kind found in biological systems.
V. CONCLUSION

We present a fully connected biophysical network of neurons and synapses with digitally programmable analog membrane dynamics and channel kinetics. We demonstrated biorealistic results for neuron spiking dynamics and coupled neuron system with inhibitory synapses. All configurable parameters in the implemented model have a biophysical origin, thus supporting direct interpretation of the results of adapting/tuning the parameters in terms of neurobiology modeling. Future work involves the design and implementation of multi-compartment neurons.
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