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Abstract—The implementation of collision detection mechanisms on-board of unmanned vehicles typically relies on digital platforms and shared communication networks. The discrete nature of these technologies does not only limit the frequency at which nearby obstacles and other vehicles are detected, but it also raises the demand for a better allocation of the vehicle’s computational and communication resources. For instance, it is natural and convenient to adapt the frequency at which other vehicles are observed based on their distance and collision risk, a notion that relates to topics in minimum attention control and self-triggered control. In this paper, we report on a cooperative, decentralized self-triggered avoidance control law for an arbitrary large group of unmanned vehicles that reduces the attention and sampling frequency of other vehicles’ position. The proposed control strategy guarantees the safe coordination of all vehicles at all times while reducing the sampling frequency of other vehicles’ position based on their last available sample. We show that the sampling intervals are positive and lower bounded, which is critical for digital implementation. A simulation example is used to illustrate the performance of the avoidance control strategy.

I. INTRODUCTION

As autonomous vehicles immerse into urban areas [1] and gain ground in military and scientific missions [2], the need for rigorous safety control protocols becomes more evident. Guaranteeing collision avoidance at all times is not only critical for the safety of the vehicle but also for its surroundings. This immediate demand has spurred the proposal and study of diverse avoidance control policies for groups of autonomous vehicles (see [3]–[6] for examples).

The successful implementation of a collision avoidance strategy requires the autonomous vehicle to observe (or sense) the position of nearby obstacles including other vehicles. This is typically achieved by equipping the vehicle with advanced detection sensors (e.g., sonar radars and computer vision systems) or by sharing position information among agents via a common communication network. Unfortunately, these detection mechanisms may limit the frequency at which nearby vehicles are observed. For instance, image processing techniques employed by computer vision systems and other remote sensing technologies may take up to several seconds to update obstacle information depending on the vehicle’s on-board computational capabilities [7]. Similarly, communications networks may restrict data transmission rates among vehicles due to bandwidth constraints and limited communication resources [8]. In these scenarios, the update rate of position information may not satisfy the minimum sampling rates required by their avoidance control strategies. In addition, there are benefits on purposely operating the detection sensors and communication systems in a sleep and wake-up approach [9]. These include the saving of the vehicle’s power source life and the better allocation and use of computational and communication resources. Moreover, this operating idea is also intuitive: It is natural to pay attention to obstacles and other vehicles according to their distance and collision risk.

The use of discrete obstacle observations for collision avoidance has been previously studied in [10]–[14] for pairs of dynamics systems and in [15] for multi-agent systems. The instants of observation can be predetermined (i.e., open-loop) or updated using the last observation (i.e., closed-loop feedback), which is also known as a self-triggered implementation [16]. Regardless of the update approach, the observation rate must be carefully selected: If the sampling frequency is not quick enough, the vehicle might not be able to prevent a collision.

In this paper, we propose a cooperative, decentralized avoidance control strategy for a group of autonomous vehicles with discrete obstacle observations based on the concepts of avoidance control [17], [18] and self-triggered control [16], [21]–[23]. The goal of the control strategy is to guarantee collision avoidance at all times while maximizing the time intervals between observations based on the last available position sample. The observation intervals are updated in a closed-loop fashion, increase monotonically as the distance between two vehicles increases, and are shown to be positively lower bounded. In addition, the observation instants can be asynchronous among vehicles and the avoidance control law remains inactive whenever other vehicles are safely away as dictated by a bounded sensing region. Simulations results are presented to illustrate the performance of the proposed self-triggered avoidance control.

II. PRELIMINARIES

A. Notation

As standard notation, we denote the $p$-norm of a vector $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$ as $\|x\|_p := \left(|x_1|^p + \cdots + |x_n|^p\right)^{1/p}$ for $1 \leq p < \infty$ and $\|x\|_\infty = \max_i |x_i|$ for $p = \infty$, where $|x_i|$ is the absolute value of a real scalar $x_i$. We define the induce $p$-norm of a matrix $A \in \mathbb{R}^{n_1 \times n_2}$ as $\|A\|_p := \sup_{x\neq0} \frac{\|Ax\|_p}{\|x\|_p}$.

For the 2-norm of a vector or matrix we use the simpler

1To the knowledge of the author, event- and self-triggered control ideas [19], [20] have not been applied in the design of collision avoidance strategies for vehicles with dynamic models.
notation \(|\cdot|\). As a shorthand for a matrix \(A \in \mathbb{R}^{n_1 \times n_2}\) we use \([alm]_{n_1 \times n_2}\), where \(alm\) is the \(lm\)th entry of \(A\). For simplicity, we will omit time dependence of signals except when considered necessary as in the case of zero-order-hold sample signals.

**B. Potential and Avoidance Functions**

Let \(v\) and \(w\) be two vectors in \(\mathbb{R}^n\). We define the following attractive potential function \(T: \mathbb{R}^n \times \mathbb{R}^n \to [0, \infty)\) as

\[
T(v, w) = \frac{1}{2} \|v - w\|^2 .
\]  

(1)

Similarly, let \(x\) be a positive real number. We define the following repulsive potential function (also called avoidance function) \(A: \mathbb{R}^n \times \mathbb{R}^n \times (r; \infty) \to [0, \infty)\) as

\[
A(v, w, x) = \left( \min \left\{ 0, \frac{\|v - w\|^2 - x^2}{\|v - w\|^2 - r^2} \right\} \right)^2
\]

(2)

where \(r > 0\) is called the avoidance radius. The reader can easily verify that \(A\) is almost everywhere continuously differentiable and that

\[
\frac{\partial A(v, w, x)}{\partial v} = -\frac{\partial A(v, w, x)}{\partial w}
\]

(3)

Furthermore, (3) has the property of being locally Lipschitz continuous in \(w\) on a subset of \(\mathbb{R}^n \times \mathbb{R}^n \times (r, \infty)\).

**Lemma 2.1:** Let \(\mathcal{W} = \{w \in \mathbb{R}^n : \|v - w\| \geq c\}\), where \(c > r\). Then, \(\partial A(v, w, x)/\partial v\) is locally Lipschitz in \(w\) on \(\mathbb{R}^n \times \mathcal{W} \times (r, \infty)\) with Lipschitz constant given by

\[
L(c, x) = \frac{4(x^2 - r^2)(3x^2 - r^2)^2 \left(1 + \frac{x}{\sqrt{r^2 - x^2}}\right)}{(c^2 - r^2)^4} < \infty
\]

(4)

**Proof:** First note that \(\partial A(v, w, x)/\partial v\) and \(\partial^2 A(v, w, x)/\partial v \partial w\) are continuous on \(\mathbb{R}^n \times \mathcal{W} \times (r, \infty)\). Therefore, \(\partial A(v, w, x)/\partial v\) is locally Lipschitz in \(w\) on \(\mathbb{R}^n \times \mathcal{W} \times (r, \infty)\) [24]. To prove (4), it is sufficient to compute an upper bound on \(\|\partial^2 A(v, w, x)/\partial v \partial w\|\) on \(\mathbb{R}^n \times \mathcal{W} \times (r, \infty)\). Accordingly, let us define \([alm]_{n \times n} = \partial^2 A(v, w, x)/\partial v \partial w\) and let \(alm\) be the \(lm\)th entry of \([alm]_{n \times n}\). Note that \(alm = 0 \forall w, v, \|v - w\| > r\) and

\[
alm = \frac{-8(x^2 - r^2)(v_m - w_m) \left(3x^2 - r^2\right) |v - w|^2}{\|v - w\|^2 - r^2}
\]

if \(l \neq m\) and

\[
amm = \frac{-8(x^2 - r^2)(v_m - w_m)^2 \left(3x^2 - r^2\right) |v - w|^2}{\|v - w\|^2 - r^2}
\]

\[
-\frac{4(x^2 - r^2)\left(|v - w|^2 - r^2\right)}{\|v - w\|^2 - r^2}
\]

if \(l = m, \forall v, w, \|v - w\| \in [c, x]\). Now, since \([alm]_{n \times n}\) is symmetric, we also have that \(\|alm\|_{n \times n} = 1 = \|alm\|_{n \times n}\) and, therefore,

\[
\|alm\|_{n \times n} \leq \sqrt{\|alm\|_{n \times n} \|alm\|_{n \times n} \|alm\|_{n \times n} \|alm\|_{n \times n}}
\]

\[
= \|alm\|_{n \times n} \|alm\|_{n \times n} \|alm\|_{n \times n} \|alm\|_{n \times n} = \max_{m} \sum_{l=1}^{n} |alm|
\]

\[
= |alm| + \sum_{l=1,l \neq m}^{n} |alm|
\]

After some manipulation, we can show that the numerator of \(alm\) is maximized when \(\|v - w\| = \frac{1}{2} \sqrt{3x^2 - r^2}\), whereas the denominator is minimized when \(\|v - w\| = c\). Therefore, we can obtain the following bound

\[
\|alm\|_{n \times n} \leq \frac{4(x^2 - r^2)(3x^2 - r^2)^2 \left(1 + \frac{x}{\sqrt{r^2 - x^2}}\right)}{(c^2 - r^2)^4}
\]

\[
= L(c, x)
\]

where we also used the fact that \(\max_{m=1,l \neq m}^{n} (v_m - w_m)(v - v) \leq \frac{1}{2} \sqrt{3x^2 - r^2} \|v - w\|^2\). Since \(\|alm\|_{n \times n} \leq L(c, x) < \infty\), we can conclude that \(\partial A(v, w, x)/\partial v\) is locally Lipschitz in \(w\) on \(\mathbb{R}^n \times \mathcal{W} \times (r, \infty)\) with Lipschitz constant \(L(c, x)\).

**III. Problem Formulation**

In this paper, we consider the task of controlling a group of \(N\) \(n\)-degree-of-freedom (DOF) vehicles with double-integrator dynamics given by

\[
\ddot{q}_i(t) = u_i(t), \quad \forall i \in \{1, \ldots, N\}
\]

(5)

where \(q_i \in \mathbb{R}^n\) and \(u_i \in \mathbb{R}^n\) represent, respectively, the position and control input for the \(i\)th vehicle and \(N\) is the set of \(N\) vehicles. We would like to drive each vehicle in \(N\) to its desired position \(q_i^d \in \mathbb{R}^n\) while keeping a distance greater than \(r > 0\) (namely the avoidance radius) among all vehicles at all times, i.e., \(\|q_i(t) - q_j(t)\| > r \forall t \geq 0, i, j \in N, i \neq j\). To this end, we assume that each vehicle can discretely observe, either by the use of on-board sensors or a communication network, the position of other vehicles that are located within a bounded sensing range \(R > r\). The observation of nearby vehicles by the \(i\)th agent is assumed to take place at discrete time-varying sampling intervals \(\tau_{ij,k} > 0\) to be determined, where \(k\) is the cardinal sequence of observations. We define the observed position of the \(j\)th vehicle by the \(i\)th vehicle as

\[
q_{ij}^y(t) = q_j(t_{ij,k}), \quad \forall t \in [t_{ij,k}, t_{ij,k+1})
\]

(6)

where \(t_{ij,k+1} = t_{ij,k} + \tau_{ij,k}\). For simplicity, we let \(t_{ij,0} = 0\). Then, we can summarize our control objective as follows: Given \(R\) and \(r\), design a decentralized control law \(u_i\) and an update rule for \(\tau_{ij,k}\) such that the sampling intervals (also known as inter-execution times) are as large as possible while still guaranteeing collision avoidance at all times.

In general, the observation of other vehicles' position does not need to be synchronous, i.e., \(t_{ij,k}\) does not have to be
equal to \( t_{ji,k} \) or \( t_{il,k} \) for \( i \neq j, j \neq l \). Without loss of generality, we assume that the avoidance and detection radii, i.e., \( r \) and \( R \), are the same for all vehicles.

**IV. SELF-TRIGGERED AVOIDANCE RESPONSE**

To achieve our control objective of collision avoidance and set-point tracking, we propose the following decentralized control law

\[
\mathbf{u}_i = -k_p \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i^d, q_i) - \sum_{j \in \mathcal{N}_i} \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i, q_j, R)\]

\[
- \frac{1}{\nu} \left( k_p \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i^d, q_i) + \sum_{j \in \mathcal{N}_i} \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i, q_j, R) \right) \dot{\mathbf{q}}_i
\]

\[
- k_v \dot{\mathbf{q}}_i + \text{sgn}(\mathbf{q}_i) \sum_{j \in \mathcal{N}_i} \gamma_{ij,k}
\]

(7)

where \( \mathcal{T}(\cdot) \) and \( \mathcal{A}(\cdot) \) are defined as in Section II-B, \( \nu, k_p, k_v \), and \( \gamma_{ij,k} \) are positive scalar parameters, \( \mathcal{N}_i \subset \mathcal{N}/i \) is the set of vehicles within the \( i \)-th vehicle’s sensing range \( R \), and \( \text{sgn}(\cdot) \) is the sign function computed as

\[
\text{sgn}(\mathbf{q}_i) = \begin{cases} 
\mathbf{q}_i & \text{if } \mathbf{q}_i \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

The new range variable \( \bar{R} \) is defined as \( \bar{R} = R - \tau_{\text{max}} \nu \), where \( \tau_{\text{max}} \) represents the maximum admissible observation interval. For simplicity, we will define it as

\[
\tau_{\text{max}} = \frac{R - r}{2 \nu}
\]

The sets of gains \( \gamma_{ij,k} \) are binary functions equal to some design parameter \( \gamma > 0 \) if \( \mathcal{A}(q_i, q_j, R) > 0 \) and 0 otherwise. Overall, the proposed strategy (7) is a piece-wise continuous control law comprised of five terms. The first term to the right of the equality is used for set-point regulation, the second term guarantees collision avoidance, while the third, fourth, and fifth terms regulate the velocity of the \( i \)-th vehicle and provide robustness to the discrete sampling process.

Now that we have defined a cooperative control law for the multi-vehicle system, we will proceed to establish a self-triggering rule for the observation rate. Ideally, we would like to maximize the inter-execution times to reduce the use of the vehicles’ detection resources, while still guaranteeing collision avoidance. To this end, let us define

\[
\mathcal{S}_{ij,k} = \left\{ \tau : \tau \in \left( 0, \frac{d_{ij,k} - \tau}{2 \nu} \right), 0 < \tau \mathcal{L}(d_{ij,k} - \tau \nu, \bar{R}) \leq \frac{\pi}{2} \right\}
\]

(8)

as the set of admissible inter-execution times, where \( d_{ij,k} = \|q_i(t_{ij,k}) - q_j(t_{ij,k})\| \) is the Euclidean distance between the two vehicles at \( t_{ij,k} \). Then, we propose to compute the observation intervals as

\[
\tau_{ij,k} = \begin{cases} 
\sup_{\tau \in \mathcal{S}_{ij,k}} \tau & \text{if } \mathcal{A}(q_i, q_j, R) > 0 \\
\tau_{\text{max}} & \text{otherwise}
\end{cases}
\]

(9)

Note that \( \tau_{ij,k} \) is upper bounded by \( \tau_{\text{max}} \) and monotonically decreases as the distance between the two vehicles decreases (i.e., the observation rate of other vehicles is a function of their distance). Furthermore, in Section V we will show that a positive solution to (9) exists as long as \( \|q_i(t_{ij,k}) - q_j(t_{ij,k})\| > r \forall k \geq 0 \).

**Remark 4.1:** The proposed avoidance strategy requires each vehicle to evaluate an avoidance function per neighbor. It can be shown that the size of the set of neighbors, \( \mathcal{N}_i \), is always bounded by a finite number \( \bar{N} \) and, therefore, the number of computations required for the execution of (7) is also bounded. For instance, if \( n = 2 \) we have that

\[
\bar{N} \leq \min \left\{ N - 1, \left[ \frac{\pi}{\sin^{-1} \left( \frac{r}{2r - R} \right)} \left( \sqrt{R^2 - r^2} + \frac{1}{2} \right) \right] \right\}
\]

**V. STABILITY AND COLLISION AVOIDANCE ANALYSIS**

Herein we analyze the effectiveness of (7) in guaranteeing the safe convergence of the vehicles to their desired position despite the use of time-varying discrete observations. To this end, let us first introduce the following results.

**Lemma 5.1 (Velocity Regulation):** Consider a vehicle with dynamics and control law given by (5) and (7). Assume that \( \|\dot{\mathbf{q}}_i(0)\| \leq \nu \). Then, \( \|\dot{\mathbf{q}}_i(t)\| < \nu \forall t > 0 \).

*Proof:* Assume the following Lyapunov-candidate function

\[
\mathcal{V}_i(\dot{\mathbf{q}}_i) = \frac{1}{2} \dot{\mathbf{q}}_i^T \dot{\mathbf{q}}_i
\]

Taking its time-derivative yields

\[
\dot{\mathcal{V}}_i = -\dot{\mathbf{q}}_i^T \left( k_p \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i^d, q_i) + \sum_{j \in \mathcal{N}_i} \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i, q_j, R) \right)
\]

\[
- \left( k_p \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i^d, q_i) + \sum_{j \in \mathcal{N}_i} \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i, q_j, R) \right) \frac{\|\dot{\mathbf{q}}_i\|^2}{\nu}
\]

\[
- k_v \|\dot{\mathbf{q}}_i\|^2 - \|\dot{\mathbf{q}}_i\| \sum_{j \in \mathcal{N}_i} \gamma_{ij,k}
\]

\[
\leq \left( k_p \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i^d, q_i) + \sum_{j \in \mathcal{N}_i} \frac{\partial \mathcal{A}^T}{\partial \mathbf{q}_i}(q_i, q_j, R) \right) \times
\]

\[
\left( \|\dot{\mathbf{q}}_i\| - \frac{\|\dot{\mathbf{q}}_i\|^2}{\nu} \right) - k_v \|\dot{\mathbf{q}}_i\|^2
\]

(11)

which is strictly negative \( \forall \|\dot{\mathbf{q}}_i\| \geq \nu - \epsilon \), where \( \epsilon \) is an arbitrarily small positive constant. Therefore, we can conclude that \( \|\dot{\mathbf{q}}_i(t)\| \leq \nu - \epsilon < \nu \forall t > 0 \).

**Lemma 5.2:** Let the inter-execution intervals be given by (9) and assume that \( \|\dot{\mathbf{q}}_i(0)\| \leq \nu \forall i \in \mathcal{N} \). If \( d_{ij,k} > r \) for some \( k \geq 0 \), then

i) \( \exists \tau_{ij,k} > 0 \) that satisfies (9) and

ii) \( d_{ij,k+1} > r \).

*Proof:* First, assume that \( d_{ij,k} \geq R \). Then, \( \tau_{ij,k} = \tau_{\text{max}} > 0 \) and

\[
d_{ij,k+1} = d_{ij,k} + \int_{t_{ij,k}}^{t_{ij,k+1}} \|\dot{\mathbf{q}}_i(\theta) - \dot{\mathbf{q}}_i(\theta)\| \ d\theta > R + 2 \nu \tau_{\text{max}} > r
\]

where we applied Lemma 5.1. Now, let us assume that \( d_{ij,k} = r_o \in (r, R) \). We want to show that \( S_{ij,k} \neq \emptyset \).
Therefore, it suffices to prove that \( \exists \tau \in (0, \frac{r_o - r}{\nu}) \) such that \( \tau L(d_{ij,k} - \tau \nu, \bar{R}) \nu \leq \gamma \). Accordingly, define \( \tau_1 \in (0, \frac{r_o - r}{\nu}) \). Then, we have that
\[
L(r_o - \tau \nu, \bar{R}) \big|_{\tau \leq \tau_1} = \frac{4(3R^2 - r^2)^2}{(\bar{R} - r^2)^2} \left( 1 + \sqrt{\frac{n-1}{2}} \right) > M_\tau < \infty
\]
since \( r_o - \tau \nu \geq r_o - \frac{r}{\nu} \nu = \frac{r_o + r}{\nu} > r \). Now, choosing \( \tau_{ij,k} = \tau = \frac{r_o}{M_\tau} > 0 \) we obtain that \( \tau L(d_{ij,k} - \tau \nu, \bar{R}) \nu \leq \frac{M_\tau}{\nu} \tau \nu \nu = \gamma \) which proves the first statement. For the second statement, we have that \( d_{ij,k+1} > d_{ij,k} - 2\nu > r_o - (r_o - r) > r \), and the proof is complete.

Lemmas 5.1 and 5.2 provide sufficient conditions to guarantee 1) that the velocities of the vehicles remain bounded for all time and 2) that the vehicles do not collide within one observation interval and that there is a positive solution to (9) as long as the distance between the two vehicles is greater than \( r \). Note that Lemma 5.2 is not used to establish collision avoidance for all times, as it does not show if \( \sum_{k=0}^{\infty} \tau_{ij,k} \) diverges to infinity. Instead, collision avoidance for all times will be established via the next statement.

**Theorem 5.1 (Collision Avoidance):** Consider the multi-vehicle system in (5) with control law and self-triggering rule given by (7) and (9), respectively. Assume that \( \|q_i(0)\| \leq \nu \) and \( \|q_i(t) - q_j(t)\| > r \forall i,j \in N_i \), \( i \neq j \). Then, \( \|q_i(t) - q_j(t)\| > r \forall \tau \geq 0 \) and \( i,j \in N_i \), \( i \neq j \).

**Proof:** Assume that \( \|q_i(0)\| \leq \nu \) and \( \|q_i(0) - q_j(0)\| > r \forall i,j \in N_i \) and consider the following Lyapunov-candidate function
\[
\mathcal{V}_C = \sum_{i \in N} \left( k_p T(q_i, \dot{q}_i^d) + \mathcal{V}_i(q_i) + \frac{1}{2} \sum_{j \in N_i} A(q_i, q_j, \bar{R}) \right)
\]
(12)
which is positive definite. Taking its time derivative yields
\[
\dot{\mathcal{V}}_C = \sum_{i \in N} \left( k_p \frac{\partial T(q_i, \dot{q}_i^d)}{\partial q_i} \dot{q}_i + \dot{\mathcal{V}}_i(q_i) \right) + \frac{1}{2} \sum_{j \in N_i} \sum_{i \in N_i} \left( \frac{\partial A(q_i, q_j, \bar{R})}{\partial q_i} \dot{q}_i + \frac{\partial A(q_i, q_j, \bar{R})}{\partial q_j} \dot{q}_j \right)
\]
Then, using (3) and (10) we obtain that
\[
\dot{\mathcal{V}}_C = \sum_{i \in N} \sum_{j \in N_i} \left( \frac{\partial A(q_i, q_j, \bar{R})}{\partial q_i} - \frac{\partial A(q_i, q_j', \bar{R})}{\partial q_i} \right) \dot{q}_i
\]
\[
- \sum_{i \in N} \left( k_v \|\dot{q}_i\|^2 + \|\dot{q}_i\| \sum_{j \in N_i} \gamma_{ij,k} \right)
\]
\[
- \left( k_p \frac{\partial T(q_i, \dot{q}_i^d)}{\partial q_i} + \sum_{j \in N_i} \frac{\partial A(q_i, q_j, \bar{R})}{\partial q_i} \right) \|\dot{q}_i\|^2 / \nu
\]
\[
\leq \sum_{i \in N} \sum_{j \in N_i} \left( \frac{\partial A(q_i, q_j, \bar{R})}{\partial q_i} - \frac{\partial A(q_i, q_j', \bar{R})}{\partial q_i} \right) \|\dot{q}_i\|
\]
\[
- \sum_{i \in N} \sum_{j \in N_i} \|\dot{q}_i\| \gamma_{ij,k}.
\]
(13)
Applying Lemmas 2.1, 5.1, and 5.2, we can upper bound (13) by
\[
\dot{\mathcal{V}}_C \leq \sum_{i \in N} \sum_{j \in N_i} \left( \Lambda_{ij,k} \tau_{ij,k} \nu - \gamma_{ij,k} \right) \|\dot{q}_i\|,
\]
where \( \Lambda_{ij,k} = L(d_{ij,k} - \tau_{ij,k} \nu, \bar{R}) \) if \( d_{ij,k} < R \) and \( \Lambda_{ij,k} = 0 \) otherwise. For the latter case, we simply have that \( \dot{\mathcal{V}}_C \leq 0 \). For the first case, we have that \( d_{ij,k} < R \) for some \( i,j \), then, \( \gamma_{ij,k} = \gamma \) and \( \tau_{ij,k} \in (0, \frac{1}{L(d_{ij,k} - \tau_{ij,k} \nu, \bar{R})}) \), which also implies that \( \dot{\mathcal{V}}_C \leq 0 \). Since \( \mathcal{V}_C \geq 0 \), we have that \( \mathcal{V}_C(t) \leq \mathcal{V}_C(0) < 0 \ \forall t \geq 0 \). Now suppose that for some pair \( i,j \), \( i \neq j \), we have that \( \|q_i(t) - q_j(t)\| \rightarrow r \). This would imply that \( \mathcal{V}_C(t) \geq A(q_i, q_j, \bar{R}) \rightarrow \infty \), which is a contradiction. Consequently, we can conclude that \( \|q_i(t) - q_j(t)\| \neq r \) and that \( \|q_i(t) - q_j(t)\| > r \ \forall \tau \geq 0 \) and \( \forall i,j \).

The above theorem establishes the main result of this paper by providing sufficient conditions that guarantee collision avoidance at all times when implementing the proposed control strategy. For completeness, the next two results provide a bound on the observation intervals and showcase the effectiveness of the control law (7) in guaranteeing position convergence once the conflicts among agents have been resolved.

**Corollary 5.1 (Lower Bound of Observation Intervals):** Assume that Theorem 5.1 holds. Then, \( \exists \tau_0 > 0 \) such that \( \tau_{ij,k} \geq \tau_0 \ \forall i \in N_i, j \in N_i \), \( k \geq 0 \).

**Proof:** Assume that Theorem 5.1 holds and consider (12). Since \( \dot{\mathcal{V}}_C \leq 0 \), we have that \( \mathcal{V}_C(t) \leq \mathcal{V}_C(0) = M_\tau^2 < \infty \ \forall t \geq 0 \), where \( M_\tau > 0 \) is a finite constant. This implies that \( A(q_i, q_j, \bar{R}) \leq M_\tau^2 \Rightarrow \|q_i(t) - q_j(t)\| \geq \sqrt{\frac{R^2 - r^2}{M_\tau^2 + 1} + r^2} > r \ \forall t \). Since \( \tau_{ij,k} \) is a monotonically decreasing function of \( d_{ij,k} \) (which is lower bounded by \( r_o \)), we have that \( \tau_{ij,k} \) is also lower bounded by \( \tau_0 \) for all \( k \), where \( \tau_0 > 0 \) is the solution to (9) when \( d_{ij,k} = r_o \). Finding an analytical solution to (9) can be tedious. Instead, we will compute a more conservative yet simpler lower bound. Let
\[
\tau^* = \min \left\{ \left( r_o - r, \frac{(r_o - r)^2}{\gamma} \right) \right\} > 0
\]
where \( c_0 = 4(3R^2 - r^2)^2 (1 + \frac{n-1}{2}) \). Note that if a solution \( \tau^* \in (0, \tau^*) \) satisfies \( \tau^* L(r_o - \tau^* \nu, \bar{R}) = \frac{\gamma}{\tau^*} \), then it will also satisfy (9). Therefore, solving \( L(r_o - \tau^* \nu, \bar{R}) = \frac{\gamma}{\tau^*} \) for \( \tau^* \) yields
\[
\tau^* = \frac{1}{\nu} \left( r_o - \sqrt{\sqrt{\frac{c_0}{\gamma} r_o^2 \nu^2 + \gamma \nu^2}} \right) > 0
\]
from which we conclude that \( \tau_{ij,k} \geq \tau_0 = \min \{ \tau^*, \tau^* \} > 0 \ \forall i \in N_i, j \in N_i, k \geq 0 \).

**Remark 5.1:** Corollary 5.1 states the existence of a positive lower bound on \( \tau_{ij,k} \) that is satisfied \( \forall k \). This is of special relevance as it implies that the proposed self-triggering rule does not exhibit the infamous Zeno behavior and, therefore, it can be successfully implemented via the use of digital computers. Note, however, that Corollary 5.1 cannot provide a universal lower bound as the value depends on the system’s initial conditions (i.e., \( M_\tau \)).
Theorem 5.2 (Set-Point Tracking): Consider a vehicle with dynamics and control law given by (5) and (7). Assume that $\exists \xi_0 \geq 0$ such that $\|q_i(t) - q_j(t)\| \geq R$ for all $t \geq t_0, j \in \mathcal{N}_i$. Then, $q_i(t) \rightarrow q_i^d$ as $t \rightarrow \infty$.

Proof: Assume that $\exists \xi_0 \geq 0$ such that $\|q_i(t) - q_j(t)\| \geq R$ for all $t \geq t_0, j \in \mathcal{N}_i$. Then, $A(q_i, q_j, \dot{R}) \equiv \gamma_{ij,k} \equiv 0 \forall j \in \mathcal{N}_i$.

Now, consider $V_T = k_p T(q_i, q_i^d) + V_L(q_i)$ as a Lyapunov function. Taking the time-derivative of $V_T$ we obtain that

$$\dot{V}_T = k_p \dot{T}(q_i, q_i^d) + V_L(q_i).$$

Integrating the above inequality yields $\lim_{t \rightarrow \infty} \int_0^t \|\dot{q}_i(\theta)\|^2 d\theta \leq V_T(t_0) < \infty$. Then, applying Barbalat’s Lemma [24] and noting that $\dot{q}_i(t)$ is uniformly continuous for $t \geq t_0$, we can conclude that $q_i \rightarrow 0$. Likewise, by taking the time derivative of (5) and (7) we obtain that $q_i \in \mathcal{L}_\infty$. Then, since $\lim_{t \rightarrow \infty} \int_0^t \|\dot{q}_i(\theta)\|^2 d\theta \rightarrow -\dot{q}_i(t_0) < \infty$, we can apply again Barbalat’s Lemma and conclude that $\dot{q}_i(t) \rightarrow 0$. The last result along with the fact that $A(q_i, q_i^d, \dot{R}) \equiv 0$ implies that $\partial T(q_i, q_i^d)/\partial q_i \rightarrow 0$.

VI. SIMULATION EXAMPLE

The results discussed in the previous sections are now illustrated via a numerical example with a team of eight 2-DOF vehicles with dynamics described by (5). We assume that the vehicles have avoidance and detection radii of $r = 2$ [m] and $R = 15$ [m], respectively, and that all vehicles implement the proposed control law (7) and self-triggering rule (9) with control parameters $\nu = 2.0$ [s/m], $k_p = 0.8[1/s^2]$, $k_v = 0.5[1/s]$, and $\gamma = 5.5$. The initial and desired configurations are chosen as $q_i(0) = [-3R, -2R, 0, R]^T$, $q_2(0) = [2.5R, -2R, 0, 2R]^T$, $q_3(0) = [3R, 3R]^T$, $q_4(0) = [-2.5R, 3R]^T$, $q_5(0) = [0, -2.5R]^T$, $q_6(0) = [-R, 3R]^T$, $q_7(0) = [2.5R, 0]^T$, $q_8(0) = [3R, 0.5R]^T$, $q_i^d = [3R, 3R]^T$, $q_{d_i} = [3R, 0]^T$, and $q_i^d = [3R, 0]^T$. This example simulates an scenario in which all vehicles start opposite to their desired configurations and found each other in risk of a collision when they approximate the center of their workspace.

Fig. 1 illustrates the evolution of the system starting from rest. Note from Fig. 1(a) that the vehicles initially assume linear paths towards their desired configurations until they start sensing the presence of other vehicles at approximately $t = 20$ [s]. At that instant, all vehicles come to a near stop and start to diverge from their linear motion in order to avoid collisions with nearby agents (see Fig. 1(b)-(e)). Once the conflicts have been resolved, the vehicles are able to resume their paths towards their desired trajectories as seen in Fig. 1(f).

Fig. 2 plots the minimum distance among all pairs of vehicles as a function of time. Note that the distance between any pair of vehicles is always greater than 3.54 [m] which implies the absence of collisions.

Finally, Fig. 3 illustrates the sequence of observation intervals for two pairs of vehicles. As expected from Corollary 5.1, the observation intervals are positively bounded in both cases, with a minimum of 0.302 [s] for $\tau_{13,k}$ and a minimum of 0.438 [s] for $\tau_{78,k}$.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed and studied the use of a decentralized, cooperative, self-triggered collision avoidance control law for an arbitrarily large group of vehicles with double-integrator dynamics. We assumed that each vehicle updates its local information and control law continuously but receives or observes the position of nearby vehicles at discrete intervals. Using Lyapunov-based analysis we then proposed a cooperative collision avoidance strategy that increases the vehicles observation intervals while guaranteeing collision avoidance at all times. Being able to maximize the intervals between observations is specially appealing for cyber-physical and networked control systems, where different subsystems have to share a limited amount of computational and communication resources. In addition, the...
proposed avoidance control strategy is decentralized in the sense that only position of nearby vehicles are required and remains inactive whenever all others vehicles are safely away. The latter implies that the vehicle can satisfactorily perform other required tasks without the interference of the avoidance control.

Future research directions include the imposition of a known, positive lower bound to the observation intervals. Although we showed that the observation intervals are positively bounded and, therefore, the infamous Zeno effect is avoided; we cannot provide an explicit positive lower bound that could comply with potential predefined constraints imposed by the vehicle’s computational and communication resources. In addition, we would like to conduct experiments and test the self-triggered avoidance control in a real multi-vehicle system.
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