Short-term Wind Power Prediction Based on Wavelet Transform-Support Vector Machine and Statistic Characteristics Analysis
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Abstract — The prediction algorithm is an important key factor in wind power prediction. However, there are pros and cons on different forecasting algorithms. Based on the principles of wavelet transform (WT), support vector machine (SVM) as well as characteristics of wind turbine generation systems, two prediction methods are presented and compared in this paper. In method 1, the time series of model input are decomposed into different frequency composes and models are set up separately based on SVM. The results are combined together to obtain the final wind power output. In method 2, the wavelet kernel function is applied in place of RBF kernel function in SVM training. To supply more valuable suggestions, the means of evaluating prediction algorithm precision is proposed. The operation data from two wind farms both in North China and U.S.A are used to test the usability of the method. The mean relative error of WT-SVM model (method 1) is less than that of traditional SVM model.

Index Terms—Prediction methods, support vector machines, wind power generation, wavelet transforms, uncertainty.

I. INTRODUCTION

The development of renewable energy, especially wind energy is among top national policies by countries all over the world. Due to the intermittence nature of the wind generation, the increasing wind power penetration level will affect the operation of the grid. A reliable and accurate wind power prediction is one of the most effective solutions to deal with this problem. In general, the wind capacity forecasting methods includes Multiple Linear Regression (MLR), Auto-Regressive and Moving Average (ARMA), Artificial Neural Network (ANN), Fuzzy Logic and so on [3][4][7][9][16]. Though researchers have devoted significant efforts in developing algorithms on wind capacity forecasting, there are rooms for improvement. Figure 1 shows the difference between forecasting and actual output of wind generation in May 16, 2009 in the Electric Reliability Council of Texas (ERCOT). This forecasting error was due to a cold front approached and passed through the region. The difference presents challenges to the system operators.

In [5], M. A. Mohandes utilized support vector machine to predict wind power and compared the results to the ANN methods. It is indicated that the errors of support vector machine are lower than ANN.

To optimize the prediction model and improve the prediction precision and calculation speed, this paper compares two wavelet transform-support vector machine models for wind capacity forecasting. The effectiveness of the models are verified with the actual output of wind farms in North China and Texas. Study shows that the Mean Relative Error on both proposed models are better than the traditional approach. By making use of statistical characteristics of prediction errors, the prediction scope can be obtained with certain confidence degree to support the wind farm operation.

![Fig. 1 ERCOT forecasted and observed wind generation in May 16, 2009 [1]](image)

II. SUPPORT VECTOR MACHINES (SVM)

Support Vector Machine (SVM) is a general learning method developed from Statistical Learning Theory with better performance than many other Routine methods. Statistical Learning Theory is based on a set of harder theory foundation, that provides a unite frame in order to solve the problem of limited sample learning. The basic idea of SVM applied to regression prediction is described as follows [12][15]:

Given the observations sample set
\[ P(x,y), (x_1,y_1), (x_2,y_2), \ldots, (x_n,y_n) \in \mathbb{R}^n \times \mathbb{R} \]

suppose the regression function is :

\[ F = \{ f | f(x) = w^T \cdot x + b, w \in \mathbb{R}^n \} \]  \hspace{1cm} (1)

Introduce the structure risk function:
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\[ R_{\text{reg}} = \frac{1}{2} ||f||^2 + C \cdot R_{\text{comp}}[f] \]  

(2)

Where, \( ||f||^2 \) is describing function; \( f(i) \) is complexity term; \( C \) is constant which determines the trade-off between the empirical risk and the model complexity.

To construct the optimal hyperplane in the case when the data are linearly inseparable, The main idea of nonlinear support vector regression is to map the input vector \( x \) into high dimensional feature space by nonlinear mapping function \( \phi(x) \) and then to perform linear regression in the feature space. In this higher space, there is higher possibility that the data can be linearly separated. Then the problem can be described as:

\[ \min \frac{1}{2} ||\phi(x)\|^2 + C \sum_{i=1}^{m} \xi_i \]  

(3)

Subject to:

\[ y_i (\phi(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, \ldots, l, C > 0. \]

The inner products \( \phi(x_i) \) in the high-dimensional space can be replaced by some special kernel functions \( K(x_i, x_j) \), which can be calculated. All the necessary computations can be performed directly in input space by calculation kernels. The popular kernels are shown as follows:

- Radial basis function (RBF) kernel:
  \[ K(x, x_i) = \exp(-\gamma \|x - x_i\|^2) \]  
  (4)

- Polynomial kernel:
  \[ K(x, x_i) = (1 + x \cdot x_i)^d \]  
  (5)

Where \( \gamma \) and \( d \) are parameters. Different learning machines with arbitrary types of decision surfaces can be constructed by using various kind of kernel functions \( K(x_i, x_j) \).

In actual application, kernel function has the influence on realized effect. It is important to select proper kernel function to optimize the kernel function solution. As is mentioned above, Polynomial kernel function, RBF (Radial Basis Function) kernel function, and Sigmoid function are the three routine methods for kernel function.[8][17]

III. WAVELET TRANSFORM (WT)

A. The Definition of Wavelet Transform [11]

Assume that \( \psi(t) \) is a square integral function, \( \psi(t) \in L^2(R) \), and its Fourier transform \( \hat{\psi}(w) \) satisfies the condition:

\[ \int_{-\infty}^{\infty} |\hat{\psi}(w)|^2 dw < +\infty \]  

(6)

Take \( \psi(t) \) as a Wavelet base or Mother wavelet function. The mother wavelet function \( \psi(t) \) can be extended and translated into:

\[ \psi_{a,b}(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-b}{a}\right), a, b \in R; a \neq 0 \]  

(7)

Just consider as a Wavelet series, where \( a \) is scale factor, \( b \) is translation factor. Consider any function \( f(t) \in L^2(R) \), the definition of Continuous wavelet transform can be expressed as:

\[ W_f(a, b) = \langle f, \psi_{a,b} \rangle = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} f(t) \overline{\psi\left(\frac{t-b}{a}\right)} dt \]  

(8)

Its Reconstruction formula is:

\[ f(t) = C^{-1} \sum_{a, b} W_f(a, b) \psi\left(\frac{t-b}{a}\right) \]  

(9)

Because the wavelet \( \psi_{a,b}(t) \) is generated by mother wavelet function, \( \psi(t) \) plays an observation window role on the analyzed signals, \( \psi(t) \) must satisfy the Ordinary function Constraints condition, also:

\[ \int_{-\infty}^{\infty} |\psi(t)|^2 dt < \infty \]  

Therefore, \( \hat{\psi}(w) \) is a continuous function which is shown as:

\[ \hat{\psi}(0) \int_{-\infty}^{\infty} |\psi(t)|^2 dt = 0 \]  

(11)

In order to be numerically stable, except the complete reconstruction condition, assure \( \psi(t) \) Fourier transform to satisfy the following stability condition:

\[ A \leq \sum_{w} |\hat{\psi}(2^{-l}w)| \leq B \]  

(12)

Where, \( 0 \leq A \leq B < \infty \).

B. Mother Wavelet Function

Replace mother wavelet function by certain forms, the Kernel function can be obtained. The space \( L^2(R) \) multi-resolution means that \( L^2(R) \) satisfy the monotonicity, flexibility, translation invariance, a series space \( \{\psi_{j, k}\}_{j \geq -2} \) that assure Riesz base to exist [6].

According to the theory of Wavelet Transform and Support Vector Machine Kernel function constructed condition, the One-dimensional Wavelet Transform Kernel function can be constructed[1][13]:

\[ K(s, t) = \sum_{j,k} \psi_{j, k}(s)\psi_{j, k}(t) \]  

(13)

The multi-dimensional situation can be obtained according to One-dimensional spreading for Tensor theory:

\[ K^d(s, t) = \prod_{i=1}^{d} K(s_i, t_i) = \prod_{i=1}^{d} \sum_{j,k} \psi_{j, k}(s_i)\psi_{j, k}(t_i) \]  

(14)

IV. WAVELET TRANSFORM-SUPPORT VECTOR MACHINE MODEL FOR SHORT-TERM WIND POWER PREDICTION

A. Data

As mentioned earlier, SVM has advantages in predicting
certain samples. All the data in this paper come from two wind farms located in China (called WF1) and U.S.A (called WF2). The data from WF1 are the average of 10-min-data by hours, while the data from WF2 are the average of 1-min-data by hours. The influence of climate, temperature, and pressure are not considered in this paper, only the cosine and sine of wind speed, the hour average of wind power outputs are taken as input value. Though the kinds of variables are reduced and the error will be larger than before, the predicting errors are below 20% which is allowed. Besides, the scale of input sample is simpler and it is easier and faster to adjust parameter. MATLAB7.5 is used as the experiment platform in this paper [14]. A toolbox named SVM_SteveGunn is used to perform training and testing the sample data after the decomposed process of wavelet transform.

B. Wavelet Transform-Support Vector Machine (WT-SVM) Modeling Process

Two methods are introduced in this paper to establish WT-SVM model. They are illustrated as follows:

Method 1: The time series of wind speed and wind power outputs is decomposed into different frequency components according to wavelet transform. The different SVM models to predict the components from high frequency to low frequency are established. After model training and testing, these predicting results of the different frequency bands are combined to obtain the final results.

Method 2: The structure of wavelet transform-support vector machine is nearly the same as that of RBF support vector machine. We then replace the RBF kernel function with wavelet kernel one when mapping the input vector \( x \) into high dimensional feature space and perform linear regression in the feature space [2]. The regression function is shown as follows:

\[
f(t) = \sum_{i=1}^{n} (a_i - \alpha_i) K(t_i, t) + b = \sum_{i=1}^{n} (a_i - \alpha_i) \sum_{j=1}^{m} K_j(t_i, t) + b \tag{15}
\]

Where, \( K_j(t_i, t) = \psi_{j,k}(s) \psi_{j,k}(t) \) is the multi-resolution wavelet kernel function.

V. CASE STUDYEN

A. Model Data Conformation

The wavelet transform-support vector machine model is established in use of the historical data from both wind farms. Take series of 1-hour-ahead historical data, 2-hour-ahead and 3-hour ahead ones before testing moment including wind power output, wind speed and cosine and sine of wind direction as model input. Take 1-hour-ahead wind power output as output.

B. Modeling Process

(1). Characteristic Analysis on Wind Turbine Power Curve

The wind turbine output is defined as follows [14]:

\[ P_t = \frac{1}{2} \rho v^3 \delta C_p \tag{16} \]

Where, \( P_t \) is the output of wind turbine, kW; \( \rho \) is the air density, kg/m\(^3\); \( v \) is wind speed, m/s; \( \delta \) is area, m\(^2\); \( C_p \) is utilization coefficient of wind energy, for level axis wind turbine, the maximum is 0.593.

Take the output data from No.10 wind turbine generator in WF1 for example; a relationship curve is shown in Figure 2.

![Fig. 2 The relationship between wind power and wind speed](image)

From Figure 2, it can be seen that as the increase of wind speed the wind power gets larger and larger as a whole. There are two forms taking the point of 12m/s as the dividing point. That means there happens a inflexion at the point of 12m/s. When wind speed is below 12m/s, wind power increases like a curve. Whereas when wind speed is higher than 12m/s, the wind power stays steadily. As a result, the proposed model is divided into two parts for training. After judging whether the moment-ahead wind speed values are below or above 12m/s, the relating predicting model is chosen to obtain the more accurate output value. This piecewise support vector machine (PSVM) model [10] is utilized before both Method 1 and Method 2 in this paper.

(2). Modeling Steps

The process of predicting wind power output:

Method 1:

(a). The input data including wind speed, wind power output, cosine and sine of wind direction are taken as a non-stationary time series as well as training data and object, which are formed by wind power output at testing moment;

(b). The time series are decomposed into a stationary series in different frequency bands through wavelet decomposition;

(c). The decomposition results are dealt with using smoothing processing and normalization processing, that mean the historical data is changed between [-1, 1];

(d). Different piecewise models are constructed using the PSVM model;

(e). The predicting results of different frequency bands models are combined to obtain the final predicting results;

(f). Anti-normalization processing is chosen after the predicting result is obtained, and then the mean relative error it is calculated.
Figure 3 displays the process of Method1 for predicting wind power output.

![Diagram of prediction process]

**Fig. 3** The flow chart of predicting process using Method1

Method 2:
(a) According to the method mentioned in the last section, the training sample, training object, testing sample, and testing object are separately developed in MATLAB;
(b) Historical data are dealt with using smoothing processing and normalization processing, that mean the historical data is changed between [-1, 1];
(c) Global variables are defined as $PI$ and $C$, among which $PI$ is the width of Kernel function while $C$ is a coefficient. Both of them are given idiographic data according to different models;
(d) Kernel function wavelet and insensitive coefficient are chosen in this process;
(e) Toolbox in MATLAB7.5 is used to complete the training and testing;
(f) Anti-normalization processing is chosen after obtaining the predicting result. The mean relative error is calculated.

**C. Prediction Results and Uncertainty Analysis**

(1). Prediction Results and Discussion
The historical data including wind power and wind speed as well as wind direction from both wind farms are utilized in this paper to predict 1 hour ahead wind power output. The prediction results are compared with true value, and the errors are illustrated as follows:

$$err = \frac{W_{\text{pre}} - W_{\text{true}}}{W_{\text{true}}} \times 100\%$$  \hspace{1cm} (17)

$$MRE = \frac{1}{N} \sum err$$ \hspace{1cm} (18)

Where: $W_{\text{pre}}$ is predicting value, $W_{\text{true}}$ is true value, $W_{\text{true}}$ is the capability of wind farm which is the rated wind power summation of each wind turbine, 34500kW for WF1 and 120600kW for WF2. $N$ is the sample scope.

Figure 4 and Figure 5 show the comparison between prediction value and true value using wavelet transform-support vector machine model with Method1 and Method2 model respectively.

![Time series and wavelet decomposing (WF1)]

**Fig. 4** Time series and wavelet decomposing (WF1)

Use the biorthogonal wavelet function to decompose the original wind power output series. The wind power output can be decomposed into four classes’ time series. The low frequency approximate signal $a4(k)$ (trend term) and each high frequency detail signal $d_{i}(k) (i=1,2,\ldots,4)$ should be reconstructed to obtain the new $a4(k)$ and $d_{i}(k) (i=1,2,\ldots,4)$. Figure 3 shows the decomposition and reconstruction process by the wavelet. After PSVM training in every decomposition, the prediction results are combined together to obtain the final prediction results using method 1. The MSES are 25.7% in WF1 and 27.1% in WF2 respectively.

![The prediction results of method 1 in WF1 and WF2]

**Fig. 5** The prediction results of method 1 in WF1 and WF2

It can be seen from Figure 5 that the prediction results in WF1 and WF2 using wavelet transform-support vector
machine model have better precision than that with RBF model. The MREs of prediction results vary from 10.72% (in WF1) and 7.15% (in WF2) to 10.23% (in WF1) to 7.05% (in WF1), which shows that wavelet kernel function performs better than RBF kernel function. The reason why model setting in this paper is better than the traditional one is that the wavelet has the characteristics like multi-resolution to observe data from large scope to small one. Therefore, it is useful and meaningful to make use of wavelet kernel for model setting.

Compared to two methods using above, one can see that method 2 is better than method 1 and RBF SVM model. Prediction results from method 1 are not practical, and the precision is worse than method 1 and RBF SVM model. That because the wind power output data, which can be seen as time series, has not so many similarities with biorthogonal characteristics. Method 2 offers better accuracy and faster calculating speed. Among wavelet transform support vector machine model with two methods and traditional RBF support vector machine model, the model in method 2 is the best option.

(2). Uncertainty analysis

The prediction results of wavelet transform-support vector machine model meet the precision requirements of grid and wind farm operation, but it is not enough for the need of analyzing market risk in wind power. The probability prediction based on statistical characteristics of prediction errors can make grid understand the uncertainties of wind power in the future. Therefore, it can help grid decision making. In addition, wind farm is able to hold priority in the hard competition according to the prediction errors. Therefore it is of great significance to study the distributing of prediction errors and perform probability prediction. The whole steps are described as follows:

(a). The relationship between wind speed and wind power is obtained based upon the historical data. In this paper, the historical data of No. 10 wind turbine from 2006-2-21 to 2006-2-28 are chosen to form the figure 5. The scope of wind power output is from 0 to 1600 kW.

(b). According to the wind power output, the data samples are divided into 4 groups between maximum value (1551 kW) and minimum value (4 kW) to set up probability density in each scope. It is shown in Figure 6 that the data distribute nearly equally in the four parts. That means that in each part there are plenty of points, which meet the truth that the frequency histogram, which is nearly the same as the probability density of population distribution, can be utilized as probability density.

(c). The distribution of wind power is analyzed; the probability density curves of predicting wind power value in each wind power scope are established. The historical data from 2006-2-1 to 2006-2-20 are taken as training sample. After model training, the predicting values from 2006-2-21 to 2006-2-28 are obtained. Because there are some errors coming from the input value and NWP (Numeral Weather Prediction, which is also the input of model), the prediction value deviate the true value to an extent. Thus, in each wind power group, this deviation is taken as x-axis, while the frequency of it is taken as y-axis. The probability distribution of the deviation between prediction value and true value can be obtained. The relating probability density curves of prediction wind power are got as well as discretization, which are shown in Figure 7.

(d). The uncertainty analysis is proposed based on those curves. After judging which part the wind power belongs to, choose one curve for the analysis object; a positive number
‘a’ is generated via 0-1 random number generator, the corresponding x-axis stands for the deviation between prediction value and true value; with this deviations, the true value can be obtained. With enough sample space, the wind power true value should follow the probability density curve in Figure 7.  

(e). Execute the step (d) for 1000 times to obtain 1000 true possible value.  

(f). Sort the results of step (e) in descending order to get the scope of prediction value. When the confidence degree is 95%, the 950th prediction value is the upper limit, and the 50th one is the lower limit.  

Statistical analysis is proposed to those prediction values to obtain the probability distribution of deviation between prediction value and true value in each wind power scope. The prediction value from 2006-3-20 to 2006-3-31 can be obtained through wavelet transform-support vector machine model. After uncertainty analysis, the confidence intervals of prediction wind power with 95% confidence degree are shown in figure 8.  

![Fig 8 Uncertainty analysis results (95% confidence degree)](image_url)

Figure 8 shows that the exact prediction results are nearly in the middle of interval between upper limit and lower limit, and the wind power fluctuates seriously according to different wind speed and wind direction. Thus it is of great importance to use uncertainty analysis.  

VI. CONCLUSIONS  

Study and analysis on short term wind power prediction based on historical data are processed in this paper, and the main content and conclusions are shown as follows:  

(1). The algorithm of wavelet transform-support vector machine is set up with the utilization of wavelet transform and support vector machine principles;  

(2). The method 1 of wavelet transform-support vector machine model is set up according to the characteristics of wind turbine and the principles of wavelet transform, The method 2 model is built up based on the characteristics of wind turbine and the replacement of RBF kernel function;  

(3). The case studies in WF1 and WF2 show that the wavelet transform-support vector machine models (method 2) outperform the RBF support vector machine for 1 hour ahead prediction.  

(4). The exact prediction results are changed into intervals, and the proper evaluation is proposed with certain confidence interval. The method proposed in this paper reflects potential risk factor in prediction, which supplys precondition for reliability study.  
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