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Abstract—A hybrid method based on Differential Evolution and Neural Network training algorithms is presented in this paper for improving the performance of neural network in the non linear system identification. For this purpose, the local optimization algorithm of conjugate gradients (CG) is combined with the differential evolution algorithm (DE), which is a population-based stochastic global search method, to yield a computationally efficient algorithm for training multilayer perceptron networks for nonlinear system identification. After, a series of simulation studies of our method on the different nonlinear systems it has been confirmed that the proposed CG+DE algorithm has yielded better identification results in terms of time of convergence and less identification error.
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I. INTRODUCTION

Nonlinear system identification is a hard and complex task, there are several disciplines to construct and estimate models on nonlinear system: automatic control and system identification, [1] [2], mathematical statistics [3], Physical modeling, [4] [5], learning theory and support vector machines [6] [7], neural network techniques [8] and several others. Recent results show that neural network technique seems to be very effective to solve the problem of identifying an implicit mathematical model from the observed input-output data when determine model information cannot be obtained. In fact, many authors have discussed the Neural Network (NN) modeling and application to system identification, prediction and control [9] [10] [11] [12] [13].

There are different ways to train neural network learning algorithms:

- Gradient methods: the first derivative methods include gradient descent method and conjugate gradient method
- Hessian methods: the second derivative methods include steepest descent method,
- Genetic algorithm and evolutionary computing.

Many of the training algorithms are based on the conjugate gradient algorithm. It is one of the most widely used error minimization methods used to train neuron networks. Despite the general success of conjugate gradient method, the slight drawback of the above method is:
- The convergence rate is very low and hence it becomes unsuitable for large problems.
- Finding local minima, it is not guaranteed to find a global optimum.

Differential Evolution DE is a global search algorithm employ heuristics to allow escaping from local minima. DE is a simple stochastic optimization algorithm and evolves a population of potential solutions (individuals) in order to increase the convergence to optimal solutions.

In this paper, an alternative method based on Evolutionary algorithms proposed. The proposed method combines the differential evolution (DE), an evolutionary algorithm, with gradient descent (GD) which is local optimization algorithm to identify a nonlinear system. Our method is described in the following steps:

1. Train Neural Network model by using the conjugate Gradient algorithm,
2. Calculation of the conjugate gradient of error with respect to the weights values,
3. Choice the weight by applying DE.

The remainder of this paper is organized as follows. Section 2 the problem formulation. Section 3 explains the concepts of optimization methods based on DE approaches. Section 4 describes the proposed algorithm. Simulations and comparisons are provided in Section 5. Last, Section 6...
II. PROBLEM FORMULATION

A majority class of nonlinear dynamic systems with an input $u$ and an output $y$ can be described in discrete time by the NARX (nonlinear autoregressive with exogenous input) input–output model:

$$y(k + 1) = f\left(x(k)\right)$$

(1)

Where $y(k+1)$ denotes the output predicted at the future time instant $k+1$ and $x(k)$ is the regressor vector, consisting of a finite number of past inputs and outputs:

$$x(k) = \left[y(k) \ldots y(k-n_y+1) \ u(k) \ldots u(k-n_u+1)\right]^T$$

(2)

Where $n_y$ and $n_u$; the dynamic order of the system

The problem of nonlinear system identification is to deduce the unknown function $f$ in (1) from some sampled data sequences \{(u(k), y(k))\} where $k = 1, 2, \ldots, N$.

In black-box modeling, these functions are approximated by some general function approximators such as neural networks, neuro-fuzzy systems, etc…

The neural network NARX model is described in the Figure 1.

![Figure 1: Neural Network NARX model](image)

The objective of learning is to reduce the error signal $e_k(n)$ so that the desired response will be close to the actual response $e^*_k(n)$ at the output of neuron $k$ at iteration $n$ is defined by:

$$e_k(n) = x_k(n) - y_k(n)$$

(3)

Where $x_k(n)$ refers to the desired response for neuron $k$ and is used to compute $e_k(n)$ and $y_k(n)$ refers to the function signal appearing at the output of neuron $k$ at iteration $n$.

The total error is obtained by summing $\frac{1}{2} e^2_k(n)$ over all neurons in the output layer. We may thus write

$$E(n) = \frac{1}{2} \sum_{k=1}^{N} e^2_k(n)$$

(4)

Where $N$ is the total number of all output nodes,

The net input to the $j^{th}$ node of layer $L$ is obtained by:

$$net^L_j = \sum_i w^L_{j,i} * y^{L-1}_i$$

(5)

Where $w^L_{j,i}$ : the weight on the connection from the $i^{th}$ node in layer $L-1$ to the $j^{th}$ node in layer $L$. The activation of a node $y^L_k$ is defined by a function of its net input:

$$y^L_k = fc(x(net^L_j))$$

(6)

Where $fc$ is any activation function

As mentioned above, there are different ways to train neural network learning algorithms. In our work, we used the local optimization algorithm of conjugate gradients (CG) and the differential evolution algorithm (DE), which is a population-based stochastic global search method, to yield a computationally efficient algorithm for training neuron network.

III. THE DIFFERENTIAL EVOLUTION METHOD

Differential Evolution DE is a simple stochastic optimization algorithm and evolves a population of potential solutions (individuals) in order to increase the convergence to optimal solutions. DE is a global search algorithm employ heuristics to allow escaping from local minima.

The main concept of DE is generating trial parameter vectors by adding a weighted difference of two parameters to a third one. This process is the appropriate genetic mutation operator of evolutionary algorithms. Output vectors are combined with another vector (called the target vector). This operation is called crossover. The result of crossover is a new vector, called the trial vector. The trial vector is accepted as an individual in the next generation if its fitness function value is less than the target vector fitness function value.

There are four processes in DE which are:

A. DE initialisation

All parameter vectors in a population are randomly initialized and evaluated using the fitness function. The initial NP D-dimensional vectors are chosen randomly and should cover the entire parameter space $x^0_i$ ; where $i = 1, 2 \ldots NP$ and $NP$ is size of population vectors, $D$ is the number of decision variables.

B. DE Mutation operator

DE generates new vectors by adding the difference between two vectors to a third one. The mutant vector is generated according to:

$$v^i_j = s^j_{Best} + F(s^{r_1}_j - s^{r_2}_j)$$

(7)

Where $v^i_j$ is a mutant vector; $r_1, \ r_2$ represent random integer mutually different from index $i$, $F$ is a real and constant
factor which controls the amplification of the Best vector (practically; $0 < F < 2$).

### C. DE Crossover operator

Considering the each best vector $x_{Best}^j$ in the current population, a trial vector $u_i^j$ is generated by crossing the best vector with the corresponding mutant vector $v_i^j$ under a pre-specified crossover rate $CR \in [0, 1]$. The mutated vector’s elements are then mixed with the elements of the predetermined Best vector to yield the so-called trial vector. Moreover, choosing a set of crossover points, like crossover operator in genetic algorithms or evolution strategies, the crossover is introduced to increase the diversity of the perturbed parameter vectors.

The trial vector is formulated by:

$$u_i^j = \begin{cases} v_i^j & \text{if } (\text{Jrand}(j) \leq CR) \text{ or } j = \text{Rnbr}(i) \\ x_{Best}^j & \text{Otherwise} \end{cases}$$

where $\text{Jrand}(j)$ is the $j$th evaluation of a uniform random number generator with outcome $[0, 1]$, $CR$ is the crossover constant $[0, 1]$, and $\text{Rnbr}(i)$ is randomly chosen index from 1 to $D$, where $D$ represents the number of dimension.

### D. DE selection

If the trial vector $u_i^j$ has equal or better fitness function value than that of its corresponding best vector $x_{Best}^j$, it replaces the Best vector. Otherwise, the Best vector remains in the next iteration.

Figure 2 describes the concept of DE+CG strategy for nonlinear system identification.

![Diagram of DE+CG strategy](image)

**Figure 2:** Principle of CG+DE strategy for nonlinear system identification

In the training process, both the input vector $u$ and the output vector $y$ are known, and the synaptic weights in $W$ are adapted to obtain appropriate functional mappings from the input $u$ to the output $y$.

By using Matlab, there were several training algorithms in the Neural Network model, which have a variety of different computation but it does not exist an algorithm which is best suited. In our work, we try to implement our system by using the conjugate Gradient algorithm.

The optimization goal is to minimize the objective function $E$ by optimizing the values of the network weights $w$, so a desired correspondence between inputs and outputs of the NN is achieved. Our objective here is to apply DE and CG to the weight optimization.

### IV. THE PROPOSED ALGORITHM

**Step 1.** Train Neural Network model by using the conjugate Gradient algorithm to find a population of constant size that consists of NP, real- value vectors, $W_{i,G}$, where $I$ is index to the population and $G$ is the generation to which the population belongs.

$$P_{PopG} = (W_{1,G}, \ldots, W_{NP,G}), \text{ Where } G = 0, \ldots, G_{max}$$

In network training, each vector contains D network weights (chromosomes of individuals):

$$W_{i,G} = (w_{1,i,G}, \ldots, w_{D,i,G})$$

**Step 2.** After finding the first population by using the conjugate Gradient algorithm, the mutant vector is generated as follows:

$$v_{j,i,G+1} = w_{j,r1,G} + F(w_{j,r2,G} - w_{j,r3,G})$$

where $i \neq r1 \neq r2 \neq r3 \in \{1, \ldots, NP\}$, $j = 1, \ldots, D$, $r1, r2, r3 \in \{1, \ldots, NP\}$, randomly selected , $F \in [0, 1]$

**Step 3.** Apply crossover to found trial vector

$$t_{j,i,G+1} = \begin{cases} v_{j,i,G+1} & \text{if } \text{rand}_{j}[0, 1] \leq CR \\ w_{j,i,G} & \text{otherwise} \end{cases}$$

Where $CR \in [0, 1]$.

**Step 6.** The selection between the trial vector and target vector is according to the following rule

$$w_{i,G+1} = \begin{cases} t_{j,i,G+1} & \text{if } E(y, f(x, t_{j,i,G+1})) \leq E(y, f(x, w_{i,G})) \\ w_{i,G} & \text{otherwise} \end{cases}$$

**Step 7.** Assuming that the error $E$ is to be minimized, the vector with the lower $E$ value wins a place in the next generation’s population. As a result, all the individuals of the next generation are as good as or better than their counterparts in the current generation.

### V. RESULTS AND DISCUSSION

To validate the effectiveness of our proposed algorithm, we have conducted extensive computer simulations on NARX model identification problems. The simulation results are compared with the CG algorithm.
Example

The NARX (nonlinear autoregressive with exogenous input) input–output model to be identified is expressed by:

\[ y(k+1) = \frac{y(k)}{1 + [y(k)]^2} + u(k) \]

Where \( y(k) \) is the output of the system at the \( k \)-th time step and \( u(k) \) is the plant input

\[ u(k) = \sin\left(\frac{2\pi k}{25}\right) + \sin\left(\frac{2\pi k}{10}\right) \]

Figure 3 shows the actual output, \( y(k) \) and identified plant output trained with conjugate gradient algorithm within the time step of 0 to 150. As indicated, we can conclude that the algorithm is unable to identify the nonlinear system.

Figure 4 shows the actual output, \( y(k) \) and identified plant output trained with our proposed CG+DE algorithm. According to this figure, we can conclude that accurate identification of a nonlinear system of Example is achieved. From this it is clear that the CG+DE approach exhibits better identification ability compared to CG approach.

Figure 5 shows the error between the actual and identified model for both the identification scheme.

We can see from Figure 5, the convergence of the proposed method is not only faster than other method but also much more stable.

Table 1 summaries the performance of the proposed method of system identification.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Squared Error (MSE)</th>
<th>Time of convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example</td>
<td>CG</td>
<td>2.2963</td>
</tr>
<tr>
<td>CG + DE</td>
<td>0.5337</td>
<td>70</td>
</tr>
</tbody>
</table>

The results have revealed that CG+DE algorithm has given quite promising results in terms of time of convergence and smaller mean squared error (MSE) compared to CG algorithm.

VI. CONCLUSION

In this paper, a new fast learning algorithm for neural networks based differential evolution and conjugate gradient training algorithm is introduced. Our proposed algorithm exploits the advantages of both the local search and global search. It is interesting to note that the local search pursued after the mutation and crossover operation that helps in intensifying the region of search space which leads to faster convergence. The proposed method improved the training efficiency of neural network algorithm to nonlinear system identification. The proposed algorithm is generic and easy to implement in all different plants. The simulation results showed that the proposed algorithm is robust and has given quite promising results in terms of convergence rate and smaller mean squared error (MSE) compared to CG algorithm.
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