Improved Protein Disorder Predictor by Smoothing Output
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Abstract—Intrinsically disorder regions (IDRs) or, proteins (IDPs) are associated with important biological functions, while lacking stable structure in their native state. The phenomena of disordered proteins or residues are abundant in nature and are extensively involved in critical human diseases and hence impacting drug discovery. Thus, the study using disorder prediction is becoming crucial in the proteomic research. The large scale growth of genome database demands high performance computational methods for identification of protein disorder. We developed a canonical support vector machine based disorder predictor, DisPredict by integrating RBF kernel. It employs novel feature set for accurate characterization of disorder which outperformed two leading predictors: the neural network based SPINE-D and Meta predictor MFDp based on ten-fold cross validation. We propose a post processing of probabilities to further improve the accuracy, named DisPredict1.1 which yields outstanding performance further both in binary annotation and real valued probability prediction per residue in both short and long disordered regions. It provides highest Matthews Correlation Coefficient (MCC), competitive Area Under receiver operating characteristic Curve (AUC) and lowest Mean Absolute Error (MAE) when compared with twenty existing predictors of several kinds on independent benchmark dataset. DisPredict is available online.
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I. INTRODUCTION

Intrinsically disordered proteins (IDPs) or, disordered regions (IDRs) do not adopt well-defined and stable three-dimensional (3D) structures in their native state [1]. These proteins or partial regions of proteins are also known as naively unstructured, denatured or unfolded. The disordered proteins or residues have been extensively observed in nature. For the last two decades, numerous experiments have been done in evidence that many proteins do not follow the well known paradigm of protein function: sequence \( \rightarrow \) structure \( \rightarrow \) function; and requires the unstructured state for some functions [2], [3]. IDPs and IDRs are nevertheless frequently involved in essential biological activities, such as cell cycle control and cellular signal transduction, transcriptional and translational regulation, membrane fusion and control pathways [4]. Intrinsic disorder enables a number of capabilities of a protein and therefore participates in molecular recognition, molecular assembly and protein modification [5], [6] via protein-protein, protein-nucleic acid and protein-ligand interactions [7], [8]. Disorder proteins are also found to play key role in critical human diseases [9], [10], such as cancer, AIDS, amyloidoses, cardiovascular and neurodegenerative diseases, genetic diseases, as well as in drug development [11]. Thus, further theoretical and experimental exploration are required for locating protein disorder for better understanding of protein functions related to disorder.

Intrinsically disordered proteins (or regions) form variable conformations as the coordinates of their backbone atoms have no specific equilibrium states and thus adopt dynamic structural ensembles. Structurally, IDPs (or IDRs) encompass proteins or protein-regions with extended disorder (i.e., random coils, intrinsic coils), collapsed disorder (i.e., molten globules) and semi-collapsed disorder (i.e., pre-molten globules, polyglutamine regions and polar sequences) [2], [12]. They are characterized by, alone or in combination, low hydrophobicity, high net charge, low level of stable secondary structure and highly dynamic side chains. Recognition of this protein disorder is important for appropriate protein structure prediction, disease causing protein identification, proper annotation of function, induced folding and binding region prediction.

There are several methods that experimentally define the residues of IDRs or, IDPs. These methods include X-ray crystallography [13], NMR spectroscopy [14], near or far ultraviolet circular dichroism (CD) [15] etc. A curated database of disordered proteins, called DisProt [16] contains annotation for 694 protein sequences and PDB [17] database which gives provision of finding disordered regions in the solved secondary or tertiary structure incorporates 83,452 protein entries. To compare, the overall number of non-redundant protein sequences is 38,633,935 according to the most recent 65 release of RefSeq database [18]. On the contrary, the computational methods are capable to produce high throughput predicted annotation of disordered residues in IDPs/IDRs, providing a reasonable solution to fill up the time consuming and costly experimental annotation gap with the rapid growth rate of known protein sequences. Many of these predictors are developed using different pattern recognition methods such as Logistic Regression, Artificial Neural Network (ANN), Support Vector Machine (SVM), Bayesian Classifier, Random Forest (RF) etc. Several other methods utilize the predicted three-dimensional structural characteristics, relative composition and propensity of amino acids or, combination of individual self complementary methods. However, the Critical Assessment of protein Structure Prediction (CASP) competitions\(^1\) further signifies the importance in this area as well as necessity of new and accurate disorder predictors.

\(^1\)http://predictioncenter.org/
We proposed a SVM based disorder predictor, named “DisPredict” [19] to classify ordered and disordered residues in a protein sequences as well as assign a disorder confidence score with higher accuracy. DisPredict is a unification of the classical Support Vector Machine (SVM) with radial basis function (RBF) as the kernel and a comprehensive set of features per residue. The performance of DisPredict is also strengthened by selection of optimal parameters for RBF kernel and SVM. Finally, we improve the accuracy of its initial version (DisPredict1.0) in this article with window based averaging of per residue disorder probability, resulting in DisPredict1.1 which shows competitive performance when compared with 20 other existing predictors.

The remainder of the paper is organized as follows. Section II, materials and methods, defines disorder proteins, describes the formations of the training and test datasets, selected features and their properties, architecture of the predictor and evaluation metrics. The section confirms that the training and test encompass residues from disordered regions of various length and disorder annotation derived from different sources, such as PDB and DisProt databases which eventually assist DisPredict in identifying various types of disorder correctly. Section III covers different test results and comparison with existing predictors. Finally, we briefly conclude in section IV.

II. MATERIALS AND METHODS

A. Data Sources and Collection

PDB [17] or DisProt [16] databases include disordered residues or regions assigned by several experimental methods. X-ray crystallography can identify disordered residues with missing coordinates in structure and NMR can show disordered residues with highly variable coordinates within ensemble. The annotation of residues should be done in consistent way for better evaluation of a predictor’s performance [20], [21]. We selected two datasets which combine sequences from PDB having disordered residues without coordinates (recorded in REMARK 465) and sequences from DisProt to separately train our predictor. Then, we tested the performance by three independent datasets to generalize our method’s insensitivity to annotation technique. The datasets accumulate various types of disorder, including disordered regions of all sizes, both short (≤ 30 residues) and long (> 30 residues) and chains having only ordered or disordered residues. This combination shows that our method is robust in recognizing both short and long disorder regions in proteins.

1) Training Datasets (SL477 and MxD444): SL477 dataset was prepared from the benchmark SL (Short Long) dataset [22] which was built by re-annotating the sequences extracted from DisProt. SL dataset contains disordered regions which are short, with length less than 20 residues [22] which are found functionally and structurally important as well as very long disordered regions. SL dataset’s sequences were further clustered and filtered using BLASTCLUST which resulted in 477 chains with < 25% sequence identity between each pair. SL477 has total 215,343 residues, of which 56,887 (about 25%), 72,808 (about 34%) and 85,648 (about 40%) residues are annotated as disorder, order and unknown, respectively. Note that, we disregarded the residues with unknown annotation during training.

The Mixed Disorder (MxD) dataset is a combination of disordered protein sequences from both PDB and DisProt databases. Originally developed MxD dataset [23] has 514 protein sequences including 205 chains from PDB and 309 chains from DisProt. Later, we purified the dataset to discard any sequence containing unknown amino acid (X-tag). This led to the MxD444 dataset, with 444 chains and 214,054 residues, that mixes 49,090 (about 23%) disordered residues and 164,964 (about 77%) ordered residues.

2) Test Datasets (SL171, MxD134 and DP_NEW): SL171 dataset is generated from SL477 dataset by executing BLASTCLUST from NCBI-BLAST [24] package. We filtered SL477 dataset to discard any sequence with greater than 10% sequence identity with MxD444 dataset which gave us a test set of 171 chains with 42,572 residues, named as SL171. We utilized SL171 as an independent test set to evaluate the DisPredict model when it was trained on MxD444 dataset. Another distinction between our two test datasets is, MxD134 was ensured to contain sequences with disordered regions defined by PDB. On the other hand, SL171 contains protein sequences with disorder annotation only from DisProt.

MxD134 dataset is prepared to facilitate the process of independently train our model by SL477 dataset and test the resulting model with MxD134 dataset. We extracted this independent test dataset from MxD444 by removing sequences with similarity greater than 10% to any sequence from SL477 dataset using BLASTCLUST package, retrieving a set of 134 protein chains with 38,823 residues. MxD134 dataset was employed to evaluate our predictor while training was performed on SL477 dataset.

In addition, we downloaded the benchmark DP_NEW dataset [25]. This dataset encompasses disorder annotation from PDB REMARK 465 as well as curated annotation from DisProt. The standard CASP protocol was followed [?] for the PDB annotation and the DisProt annotations were further enriched by with help of PDB REMARK 465 [25]. Moreover, BLATCLUST was used to filter the resulting dataset so that no sequence is more than 25% similar to MxD dataset which resulted another independent test dataset of 105 protein chains. DP_NEW dataset comprises of 31,511 residues that combines 4640 (about 14.7%) disordered residues, 17,798 ordered residues (about 56.4%) and 9,073 unknown residues (about 28.7%).

B. Input Features

We gathered the most comprehensive and independent set of residue level input features, which is capable of capturing the sequence information, evolutionary information as well as the structural information. The residue level information includes: (a) single valued amino acid type (all the necessary information for the correct folding of a protein is encoded in its amino acid sequence [26]); (b) seven physicochemical properties of amino acid (different types, short or long, disordered regions in protein are found to have distinguished physicochemical properties); (c) twenty PSSM’s (position specific scoring matrix) indicating the evolutionary information accumulated in each residue position of a protein sequence; (d) three predicted
secondary structure (helix, strand and coil) probabilities from SPINE-X [27], one predicted accessible surface area (ASA) normalized by the ASA of an extended conformation (Ala-X-Ala) [28] and two predicted backbone torsion angle (phi, psi) fluctuations [29] since disordered residues are characterized by lack of stable secondary structure [30], highly exposed area and angle fluctuations; (e) one monogram and twenty bigrams computed from PSSM [31] representing the conserved evolutionary information of PSSM transformed from primary structure level to three dimensional structure level, which are normalized by the median of normal density distribution of monogram and bigram values in their logarithmic space; (f) one indicator for terminal residues (five residues from N-terminal as \(-1.0, -0.8, -0.6, -0.4, -0.2\), five residue from C-terminal from \(+1.0, +0.8, +0.6, +0.4, +0.2\) respectively, with the rest as 0.0). Finally, before feeding the features into the classifier, neighboring residue’s information is aggregated using a sliding window of 21 residues (10 residues on each residue to be predicted), resulting in \(21 \times 56 = 1176\) features per residue. The window size 21 was found to be optimal both in terms of accuracy and speed of prediction. This is also motivated to incorporate the native interactions and contacts of neighboring residues which are found to play essential roles in determining protein structures and protein folding dynamics, making our methodology biologically significant.

C. Predictor Framework

DisPredict1.1 follows our initially designed SVM based classifier model [19] for prediction of per residue binary annotation (order or disorder) and assigning two real values as probability score of being order or disorder. SVM with RBF kernel simultaneously minimizes the empirical classification error (training error) and generalized error (test error) by maximizing the geometric margin of the separating hyperplane. The predictor consists of two layers. The optimization layer determines the optimal values of two parameters, \(C\) and \(\gamma\), where \(C\) is the cost of misclassification which softly penalizes the feature space points that lie on the wrong side of the decision boundary and \(\gamma\) is the parameter involved in radial basis function (RBF). The parameter selection is done with optimization on accuracy (fraction of correctly predicted residues) by grid search, which is guided by 5-fold cross validation. The classifier layer of the predictor generates the binary and real valued prediction. The real values are binarized using a natural threshold equal to 0.5, \(0.5 \leq \text{range} \leq 1.0\) is considered as disordered probability and \(0.0 \leq \text{range} < 0.5\) is considered as ordered probability. We utilized LIBSVM [32] for SVM parameterization and model generation. Finally, we processed the probabilities by taking the average of the resulting probabilities with a sliding window of 29 residues (14 residues on either side of the target residue) and converted the scores into binary annotation using the same threshold of 0.5. We selected the window size which provided us the highest MCC scores in performance evaluation. With this post processing step, DisPredict1.1 applies a smoothing on the probabilities to take the impact of relative type (order or disorder) of the neighboring residues while assigning the score for a target residue which improves both MCC and AUC scores achieved by DisPredict1.0. However, we have not applied this smoothing of probability for the N and C terminal region due to their highly flexible and dynamic conformation.

D. Performance Evaluation

We followed the evaluation criteria of CASP [33] to determine the performance of our predictor. The binary prediction is assessed by using the following criteria:

- Sensitivity (SENS) = \(\frac{TP}{TP + FN}\)
- Specificity (SPEC) = \(\frac{TN}{TN + FP}\)
- Balanced Accuracy (ACC) = \(\frac{SENS + SPEC}{2}\)
- Precision (PPV) = \(\frac{TP}{TP + FP}\)

Weighted Score \((S_w) = \frac{w_d \times TP - w_o \times FP + wo \times TN - w_d \times FN}{w_d \times N_d + wo \times N_o}\)

Mathews Correlation Coefficient (MCC) = \(\frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}\)

Here, \(TP\) (True Positive), \(TN\) (True Negative), \(FP\) (False Positive) and \(FN\) (False Negative) denote the number of correctly predicted disordered residues, correctly predicted ordered residues, incorrectly predicted disordered residues and incorrectly predicted ordered residues, respectively. \(N_d\) and \(N_o\) are the total number of disordered and ordered residues in the dataset whereas \(w_d = \frac{N_d}{N_d + N_o}\) and \(w_o = \frac{N_o}{N_d + N_o}\) are the percentage of disordered and ordered residues in the dataset, respectively. MCC score accounts for all four parameters of the prediction quality and is regarded as is the most reasonable measure for disorder prediction assessment because of not being favorable to over prediction of any class (order/disorder). MCC and \(S_w\) scores vary from -1 to 1, where -1 and 1 represent perfect misclassification and classification, respectively with a random classification scoring by 0. We calculated Mean Absolute Error (MAE) = \(\frac{1}{n} \sum_{i=1}^{n} | e_d(i) - e^o_d(i) |\) to quantify the error of disorder prediction in content level. Here, \(n\) is the total number of protein chains, and \(e_d(i)\) and \(e^o_d(i)\) are the actual and predicted disorder content for the \(i^{th}\) protein chain, respectively. The lower value of MAE corresponds to better prediction.

The probability prediction performance of a predictor can be analyzed by the receiver operating characteristic (ROC) curve. A ROC curve depicts the correlation between the true positive rate (TPR or, SENS) and false positive rate (FPR = 1 - SPEC) for a probability threshold. The area under the ROC curve (AUC) quantifies the predictive quality of a classifier, where the AUC value equal to 1 indicates a perfect prediction and 0.5 corresponds to a random prediction. We calculate the AUC to assess the performance of DisPredict using the trapezoid rule.

III. RESULTS AND DISCUSSION

We first performed the ten fold cross validation on our two training dataset, SL477 and MxD444 separately [19] to select the window size which yields optimal performance. To appropriately partition the dataset into completely non overlapping subsets, we employed modular arithmetic operation to split the dataset in residue level. After that, we carried out the grid search guided by another round of internal cross validation, for optimizing the parameters for RBF kernel and SVM. With the optimal window size (21) and parameters (\(C\) and \(\gamma\)), DisPredict achieved the ACC, MCC and AUC score of 0.836, 0.673 and 0.956 as a result of ten fold cross validation on SL477 dataset. Training on SL477 dataset and applying to the independent test set of MxD134 with lower than 10%
sequence similarity resulted consistent ACC, MCC and AUC of values 0.833, 0.598 and 0.906 respectively [19]. On the other hand, as a result of ten fold cross validation on MxD444 dataset, DisPredict predicted disorder with ACC, MCC and AUC values of 0.805, 0.600 and 0.853. The result of training on MxD444 dataset and test on the independent set SL171 is found equally promising with ACC, MCC and AUC values of 0.789, 0.585 and 0.872 [19]. The consistency of the two tests indicated robust training. Moreover, the accuracy in prediction of disorder for two different types of datasets in balanced accuracy (ACC) and PPV values prove that our methodology is accurate as well as precise.

With the additional correction of predicted probabilities by sliding window based averaging and transforming the resulting probabilities into binary annotation, DisPredict1.1 outperforms DisPredict1.0 [19] both in binary annotation and probability prediction. Table I further illustrates this comparison of results in case of independent tests of the predictor two (MxD134 and SL171) datasets. DisPredict1.1 improved the performance for binary disorder or order prediction by 0.48%, 0.89%, 2.96%, 2.17% in terms of accuracy, S_w, precision and MCC, respectively during the test by MxD134 dataset. On the other hand, while testing with SL171 dataset, there are significant increase by 6.38% and 4.63% in precision and MCC, respectively. However, the accuracy decreased slightly which caused by the decrease of SENS along with significant increase in SPEC. DisPredict1.1 also provided consistent improvement in assigning per residue confidence score with 0.55% and 1.83% increase in AUC score for MxD134 and SL171 datasets. This improvement is further analyzed with the ROC curves in Figure 1 which depicts better correlation between sensitivity and specificity with smoothing. Overall, the consistent performance for two different test set justifies rigorous training and precise methodology.

The predictor name is specified with the corresponding training dataset in parenthesis. The training was done with window size 21 and optimal SVM parameters.

Probabilities smoothed with a sliding window size 29.

No probability smoothing.

Table I: Performance comparison of DisPredict1.0 and DisPredict1.1

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Test Set</th>
<th>SENS</th>
<th>SPEC</th>
<th>ACC</th>
<th>S_w</th>
<th>PPV</th>
<th>MCC</th>
<th>AUC</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DisPredict1.1 (SL477)</td>
<td>MxD134</td>
<td>0.745</td>
<td>0.928</td>
<td>0.837</td>
<td>0.673</td>
<td>0.591</td>
<td>0.611</td>
<td>0.911</td>
<td>0.083</td>
</tr>
<tr>
<td>DisPredict1.0 (SL477)</td>
<td>MxD134</td>
<td>0.744</td>
<td>0.922</td>
<td>0.833</td>
<td>0.667</td>
<td>0.579</td>
<td>0.598</td>
<td>0.906</td>
<td>0.023</td>
</tr>
<tr>
<td>DisPredict1.0 (MxD444)</td>
<td>SL171</td>
<td>0.644</td>
<td>0.926</td>
<td>0.785</td>
<td>0.570</td>
<td>0.834</td>
<td>0.610</td>
<td>0.888</td>
<td>0.032</td>
</tr>
<tr>
<td>DisPredict1.0 (MxD444)</td>
<td>SL171</td>
<td>0.718</td>
<td>0.860</td>
<td>0.789</td>
<td>0.577</td>
<td>0.748</td>
<td>0.583</td>
<td>0.872</td>
<td>0.151</td>
</tr>
</tbody>
</table>

We compared the performance of DisPredict1.0 and DisPredict1.1 against twenty existing methods (including sub versions of some tools for different types of disorder) which cover all four categories of disorder prediction methods discussed in Section I. The methods include DISOPRED [34], 3 versions of ESpritz (X, N and D) [35], PROFbval [36], PrDOS [37], NORSNet [21], PreDisOrder [38], 2 versions of IU Pred (short and long) [39], Ucon [20], DISOclust [40], 2 versions of CSpritz (short and long) [41], MD [42], SPINE-D [43], MFPDp [23], PONRD-FIT [44] and very recent 2 versions of MFPDp2 (with and without BLAST) [25]. To compare consistently, we collected the performances of these methods on DP_NEW benchmark dataset from MFPDp2 article [25] and evaluated the performance of DisPredict1.0 and DisPredict1.1 on same dataset. Note that, DP_NEW contains about 28.7% residues annotated as unknown. To remain consistent, we also evaluated our predictors assuming the unknown residues as order at first and then discarding the unknown residues. Comparisons among different predictors at both level are presented quantitatively in Table II and Table III in terms of SENS, SPEC, MCC, AUC, MAE and PCC. Here, SENS, SPEC, MCC and AUC are used to determine the performance in binary annotation prediction and probability prediction at residue level, while MAE indicates the performance of disorder prediction in content level. Table II shows that DisPredict1.1 results highest MCC among all the other methods and outperforms the previous best result given by MFPDp2 [25] by 4.18% when trained on SL477 dataset and by 0.63% when trained on MxD444 dataset. The AUC score of DisPredict1.1 is also found competitive. The best score of specificity was given by Espritz D at the cost of very low sensitivity. However, both sensitivity and specificity given by DisPredict1.1 are comparable. Table III shows that all the scores provided by DisPredict are competitive and outperform 18 existing predictors in terms of MCC and AUC except MFPDp2. However, MFPDp2 does not consider relatively short
disordered regions (less than 4 residues) in the evaluation, while DisPredict is evaluated for all types and length of disordered regions. We consider the short disordered regions since they are biologically significant and our result provides us with evidence that the methodology of our predictor gives promising performance for all types of disorder.

### IV. Conclusion

In this article, we proposed an improvement over our classical support vector machine based disorder predictor, called DisPredict1.1, which uses a RBF kernel and includes useful and advanced features for predicting disordered residues. The superior performance of our predictor is mainly due to the use of a novel methodology that incorporates highly effective radial basis kernel function (RBF) in generating classifier model capable of dealing with non linearly separable classes, along with optimized set of parameters for handling overlapped classes. The distinguishing property of our feature set in comparison with existing predictors is the inclusion of monogram (MG) and bigram (BG) that can identify evolutionally conserved fold. An additional post processing of probabilities with window based averaging and correcting the binary order or disorder annotation accordingly is found effective to reduce the noise in prediction, as such averaging captures the impact of the relative structured or unstructured status of neighboring residues.

DisPredict1.1 outperforms its own predecessor during test by two independent dataset, MxD134 and SL171, both in binary annotation and real valued confidence score prediction. The datasets used to train and test our predictor model encompass disorder annotation from several complementary sources (X-ray and NMR defined disorder from PDB and DisProt) as well as disorder region of various lengths. The benchmark dataset DP_NEW, used to compare DisPredict’s methodology with twenty existing state-of-the-art disorder predictors, combines 43 protein chains with curated annotation of DisProt and 62 chains annotated by PDB. Moreover, this dataset contains 115 short disordered regions (less than 30 residues) and 28 long disordered regions (greater than or equal to 30 residues) combined with 17 full ordered and disordered proteins. This combination of several length disordered regions included within training and testing confirms the consistent performance for all sizes of disordered region as well as different types of disordered residues. An extensive comparison with twenty other methods using DP_NEW dataset reveals that our predictor achieves highest MCC, which is regarded as the most reasonable measure for disorder prediction, as MCC does not favor over prediction of any classes. Moreover, DisPredict1.1 results in comparable AUC scores which indicates the quality of real valued probability prediction. Our predictor is available online as a standalone software tool.
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