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Abstract—In this paper we deal with two problems which are of great interest in the field of distributed decision making and control. The first problem we tackle is the problem of achieving consensus on a vector of local decision variables in a network of computational agents when the decision variables of each node are constrained to lie in a subset of the Euclidean space. We assume that the constraint sets for the local variables are private information for each node. We provide a distributed algorithm for the case when there is communication noise present in the network. We show that we can achieve almost sure convergence under certain assumptions. The second problem we discuss is the problem of distributed constrained optimization when the constraint sets are distributed over the agents. Furthermore our model incorporates the presence of noisy communication links and the presence of stochastic errors in the evaluation of subgradients of the local objective function. We establish sufficient conditions and provide an analysis guaranteeing the convergence of the algorithm to the optimal set with probability one.

I. INTRODUCTION

There has been a sustained effort in the research community over the years to develop algorithms for distributed decision making and control. Recently two strands of this broad problem has garnered special attention. These are the problem of reaching consensus in a network of computational agents [4], [13], [14] and the problem of fair allocation of resources in a network. The algorithms for reaching consensus have proven useful in a wide variety of contexts from formation control [4], distributed parameter estimation [11], [5], load balancing [6], to synchronization of Kuramoto oscillators [1]. Recent interest in the resource allocation problem has arisen in the context of utility maximization in communication networks [10]. One of the most important characteristics of the network utility maximization problem is the fact that the objective function to be minimized has a separable form.

In this paper we deal with both the consensus problem and the problem of distributed optimization when the objective function has a separable structure. Most of the work on the consensus problem deals with the unconstrained case when the variables on which the nodes need to agree are free to lie in the Euclidean space. We deal with the case when the variables which are local to nodes are also constrained to lie in closed convex sets. The constraint set for each local variable is private information to the node. The objective is to design an algorithm which is adapted to the time varying nature of the underlying communication graph between nodes and guarantees asymptotic consensus on the local variables while maintaining the feasibility of each variable with respect to its constraint set. A distributed algorithm for this problem was proposed in [7]. In this paper, we consider the case when there is noise present in the communication links. In this case we extend the algorithm proposed in [7] by introducing a step size sequence that attenuates the communication noise. Next we consider a distributed constrained optimization problem. A distributed optimization algorithm for such a problem has been proposed in [7], but its convergence analysis was limited to two special cases: when the local constraint sets are identical and when the network is fully connected (requiring the nodes to use uniform weights). This present paper considers a more general problem than [7], by combining the presence of local constraint sets and noisy communication along with the presence of stochastic errors in the evaluation of subgradients. In this case we need to introduce two step size sequences to damp out communication noise and subgradient errors. We prove that if the step size damping the subgradient error decays fast enough when compared to the step size attenuating the communication noise, then the algorithm converges to a common point in the optimal set with probability one. Consensus over noisy links in the lack of constraint sets has been studied in [12], [3] and [5] among others. In [9], the authors studied the distributed optimization problem in the presence of subgradient errors. However, the paper assumes a common constraint set and the absence of communication noise.

The rest of the paper is organized as follows. In Section II we discuss the problem of constrained consensus with noisy communication and present our algorithm for this problem. We describe the network model used in the paper and state various assumptions on the noise process. We provide an analysis demonstrating the convergent behavior of the algorithm almost surely. In Section III we introduce the problem of distributed optimization with noisy communication and subgradient error. We provide an analysis proving almost sure convergence of our algorithm to the optimal set. Finally in Section IV we provide the concluding remarks.

Notation. The $j^{th}$ component of a vector $x$ is denoted by $x_j$. For an $m \times m$ real valued matrix $A \in \mathbb{R}^{m \times m}$, we denote the element in the $i^{th}$ row and $j^{th}$ column of $A$ by $A_{ij}$. We write $I_r$ for the $r \times r$ dimensional identity matrix. Given a convex set $X \subset \mathbb{R}^n$ let $P_X[\cdot]$ denote the projection operator on the set $X$. Given any graph $G$, and a function $F : V \times V \rightarrow \mathbb{R}$, we use $\sum_{(i,j) \in G} F(i,j)$ to denote the sum where the function $F(i,j)$ is evaluated for all $(i,j)$ in the edge set of graph $G$. We assume that, when the graph $G$ has bidirectional links,
the sum \( \sum_{G} F(i, j) \) is evaluated at every edge only once.

II. CONSTRAINED CONSENSUS

We consider a setup where we are given a set of \( m \) agents, which can be viewed as the node set \( V = \{1, \ldots, m\} \). We use terms node and agent interchangeably. At each time \( k \), the communication pattern among the agents is represented by a time varying directed graph \( G(k) \). At each instant, each node receives information from a subset of nodes and, also, broadcasts its information to a subset of nodes. The subset of nodes from which a node receives information at any instant are termed as the neighboring nodes of the node at that instant. Such information exchanges are characterized by the edge set \( E(k) \) of the graph. For the scope of this paper we deal with synchronous algorithms. This implies that each agents local clocks are synchronized and time proceeds in discrete steps \( k = 0, 1, \ldots \). Let \( x_i(k) \in \mathbb{R}^n \) denote the local variable at node \( i \) at instance \( k \). The local variables \( x_i(k) \) are constrained to lie in convex sets \( X_i \subseteq \mathbb{R}^n \) for all \( i = 1, \ldots, m \). Each local constraint set is private and local information to node \( i \). The objective of the network is to achieve consensus among the agents on their local decision variables i.e., \( x_1 = \ldots = x_m \) only through information exchanges between neighboring agents. Clearly, since the local variables are constrained to lie in local constraint sets, the above problem is feasible only when the set \( X = \cap_{i=1}^{m} X_i \) is nonempty.

Alternatively, the problem can be casted as a quest for a distributed algorithm for the following optimization problem:

\[
\text{minimize} \left\{ \sum_{i=1}^{m} \|x - P_{X_i}[x]\|^2 \mid x \in \mathbb{R}^n \right\}
\]  

(1)

When the intersection \( X \) is nonempty then, a solution to the above problem is given by any vector \( x \) which lies in the constraint set \( X \). Clearly, in this case the objective function value is zero, which is also the optimal value. An algorithm is said to solve the problem if it generates agent estimates \( x_i(k) \) that converge to a common value \( x^* \), and \( x^* \) satisfies the constraint \( x^* \in X \). A distributed algorithm for this problem was proposed in [7]. In the algorithm agent \( i \) local variables \( x_i(k) \) evolves as follows:

\[
x_i(k + 1) = P_{X_i} \left[ \sum_{j=1}^{m} a_{ij}(k + 1) x_j(k) \right],
\]

(2)

where \( a_{ij}(k + 1) \) denotes the weight assigned by node \( i \) to the estimate coming from node \( j \). A crucial assumption needed in the analysis in [7] was the requirement that if agent \( i \) receives data from agent \( j \) then \( a_{ij}(k) \geq \eta > 0 \). We are interested in the case when the communication links are noisy and hence node \( i \) has access to a noise corrupted value of its neighbor’s local estimate. In this case it is detrimental to impose the requirement that \( a_{ij}(k) \geq \eta \) since we need to asymptotically damp the impact of noise. To this effect we propose the following distributed algorithm for the problem:

\[
x_i(k + 1) = P_{X_i} \left[ x_i(k) - \alpha(k + 1) \sum_{j \in N_i(k)} r_{ij}(k + 1)[x_i(k) - x_j(k)] \right] - (x_j(k) + \xi_{ij}(k + 1)).
\]

Here \( \alpha(k + 1) > 0 \) is a step size, \( r_{ij}(k + 1) \) is a weighting parameter, \( \xi_{ij}(k + 1) \) is a random variable denoting the additive noise in communication, and \( N_i(k) \) denotes the set of agents communicating with agent \( i \) at instance \( k \). Let us define \( r_{ij}(k + 1) = - \sum_{j \in N_i(k)} r_{ij}(k + 1) \), and \( \xi_{ij}(k + 1) = \sum_{j \in N_i(k)} r_{ij}(k + 1) \xi_{ij}(k + 1) \). Then, the algorithm can be rewritten as

\[
x_i(k + 1) = P_{X_i} \left[ x_i(k) + \alpha(k + 1) \sum_{j=1}^{m} r_{ij}(k + 1) x_j(k) \right] + \alpha(k + 1) \xi_i(k + 1).
\]

(3)

The matrix \( R(k) \), where \( R_{ij}(k) = r_{ij}(k) \), is thus a weighted graph Laplacian matrix and it satisfies \( \sum_{j=1}^{m} R_{ij}(k) = 0 \) for all \( i \). We impose the following assumptions on the graph \( G(k) \) and the weight sequence.

A. Model Assumptions

1. (Bi-directional communication) We assume that the communication is bi-directional; i.e if at any instant \( k \), \( r_{ij}(k) > 0 \) then \( r_{ji}(k) > 0 \).

2. (Symmetric weights) The neighboring agents use symmetric weights, i.e., \( r_{ij}(k) = r_{ji}(k) \).

3. (Connectedness) We assume that the graph \( G(k) \) is connected at every instance, though it is free to be time varying.

4. We assume that if \( r_{ij}(k) \neq 0 \) at any instant, then it satisfies \( \eta \leq r_{ij}(k) \leq \eta' \), where \( \eta \) and \( \eta' \) are positive constants.

Let us assume that all the associated random processes are adapted to the filtration \( F_k \). We impose the following assumptions on the spatio-temporal noise process.

B. Model Assumptions

1. The process \( \{\xi_{ij}(k)\} \) is a martingale difference sequence, i.e., \( \mathbb{E}[\xi_{ij}(k + 1) \mid F_k] = 0 \) for all \( i, j \) and \( k \in \mathbb{N} \).

2. At any fixed instance \( k \), the noise on link \( e_1 = (i_1, j_1) \) is independent of the noise on link \( e_2 = (i_2, j_2) \) for \( e_1 \neq e_2 \).

3. The noise process is uniformly bounded in the mean square sense, i.e., there is a deterministic scalar \( \mu_i > 0 \) such that \( \mathbb{E}[\|\xi_i(k + 1)\|^2 \mid F_k] \leq \mu_i^2 \) for all \( i \in \mathbb{N} \).

From Assumption 2.3 it follows that

\[
\mathbb{E}[\|\xi_i(k + 1)\|^2 \mid F_k] \leq \sqrt{\mathbb{E}[\|\xi_i(k + 1)\|^2 \mid F_k]} \leq \mu_i \text{ for all } k \in \mathbb{N} \text{ and all } i.
\]

Furthermore we impose the following assumption on the step size sequence \( \{\alpha(k)\} \).

1. \( \alpha(k) > 0 \), \( \sum_{k=1}^{\infty} \alpha(k) = \infty \), and \( \sum_{k=1}^{\infty} \alpha^2(k) < \infty \).
B. Preliminary Results

In this section we provide various results which will be useful in proving our main results.

The projection operator on a convex set $X$ satisfies the following contractive property.

$$
\|P_X [x] - P_X [y]\| \leq \|x - y\| \quad \text{for any } x, y \in \mathbb{R}^n.
$$

(4)

The following known theorem, which is a generalization of the supermartingale convergence theorem will be instrumental in proving our results.

**Theorem 1:** ( [8], page 50) Let $\{X_t\}, \{Y_t\}, \{Z_t\}$ and \{g(t)\} be sequences of random variables and let $\mathcal{F}_t$, $t=0,1,2,\ldots$, be a filtration such that $\mathcal{F}_t \subset \mathcal{F}_{t+1}$ for $t \geq 0$.

Suppose that:

1) The random variables $Y_t, X_t, Z_t$ and $g(t)$ are nonnegative, and are adapted to the filtration $\mathcal{F}_t$.

2) For each $t$, we have almost surely

$$
\mathbb{E}[Y_{t+1} | \mathcal{F}_t] \leq (1 + g(t)) Y_t - X_t + Z_t.
$$

(5)

3) There holds $\sum_{t=0}^{\infty} Z_t < \infty$ and $\sum_{t=0}^{\infty} g(t) < \infty$ almost surely.

Then, almost surely, we have $\sum_{t=0}^{\infty} X_t < \infty$ and the sequence $Y_t$ converges to a nonnegative random variable $Y$.

Now, we establish certain relations for algorithm (3). Let us denote

$$
v_i(k+1) = x_i(k) + \alpha(k+1) \sum_{j=1}^m r_{ij}(k+1)x_j(k) + \alpha(k+1)\xi_i(k+1).
$$

(6)

Thus the algorithm (3) can be equivalently represented as

$$
x_i(k+1) = P_X [v_i(k+1)].
$$

(7)

Let us further define the following $mn$ dimensional vectors $x(k) = (x'_i(k), \ldots, x'_m(k))^T$ and $v(k+1) = (v'_i(k+1), \ldots, v'_m(k+1))^T$. Similarly $\xi(k+1) = (\xi'_i(k+1), \ldots, \xi'_m(k+1))^T$ is the joint noise vector. Define the $mn \times mn$ matrix $R(k+1) = R(k+1) \otimes I_m$. Before we state the next lemma for notational convenience let us define $H(k+1) = 1 + \alpha^2(k+1)\sigma^2_m (R(k+1))$. Here $\sigma^2_m (R(k+1))$ denotes the square of the maximum singular value of the matrix $R(k+1)$. For any vector $z \in X$ let us denote $z = 1_m \otimes z$, where $1_m$ is the $m$-dimensional vector of ones. Also, let us denote the conditional expectation operator $\mathbb{E}_k[z] = \mathbb{E}[z | \mathcal{F}_k]$. Since we assume that the communication graph is connected at every instant (cf. Assumption 1.3), there exists a spanning tree $S(k)$ consisting of a subset of edges $(i,j)$ for which $r_{ij}(k+1) > 0$.

**Lemma 1:** Let Assumptions 1 and 2 hold. Also, assume that the set $X = \cap_{j=1}^m X_j$ is nonempty. Then, the following relation holds for any $z \in X$:

$$
\mathbb{E}_k[\|x(k+1) - z\|^2] \leq H(k+1) \|x(k) - z\|^2 + \alpha^2(k+1)\mu^2
$$

$$
- 2\eta \alpha(k+1) \sum_{S(k)} \|x_i(k) - x_j(k)\|^2.
$$

Proof: Note that from (7), the contraction property (4) and the fact that $z \in X$ we have

$$
\|x_i(k+1) - z\|^2 = \|P_X[v_i(k+1)] - P_X[z]\|^2
$$

$$
\leq \|v_i(k+1) - z\|^2.
$$

On summing over index $i$ and taking conditional expectation we get

$$
\mathbb{E}_k[\|x(k+1) - z\|^2] \leq \mathbb{E}_k[\|v(k+1) - z\|^2],
$$

(8)

where $v(k+1) = [I_m + \alpha(k+1)R(k+1)]x(k) + \alpha(k+1)\xi(k+1)$. Hence, additionally using the fact that by our Assumption 2.1 $\mathbb{E}_k[\xi(k+1)] = 0$, we arrive at

$$
\mathbb{E}_k[\|v(k+1) - z\|^2] = \|[I_m + \alpha(k+1)R(k+1)]x(k) - z\|^2
$$

$$
+ \alpha^2(k+1)\mathbb{E}_k[\|\xi(k+1)\|^2].
$$

(9)

Since $R(k+1)$ is symmetric and has zero-row sums

$$
\|[I_m + \alpha(k+1)R(k+1)]x(k) - z\|^2
$$

$$
= \|[x(k) - z]'[I_m + \alpha^2(k+1)R'(k+1)]R(k+1)\|x(k) - z\|
$$

$$
+ 2\alpha(k+1)x(k) - z - R(k+1)\|x(k) - z\|
$$

$$
\leq H(k+1) \|x(k) - z\|^2.
$$

(10)

We also have $R(k+1)'R(k+1) \leq \sigma^2_m (R(k+1))$, where $\sigma_m (R(k+1))$ is the maximum singular value of the matrix $R(k+1)$ and the inequality is understood in terms of the positive semidefinite matrix cone. Since $R(k+1) = R(k+1) \otimes I_m$, we have $\sigma_m (R(k+1)) = \sigma_m (R(k+1))$. Hence, we have

$$
\|x(k) - z\|[I_m + \alpha^2(k+1)R'(k+1)R(k+1)]R(k+1)[x(k) - z]
$$

$$
\leq H(k+1) \|x(k) - z\|^2.
$$

Now, consider the term $\|x(k) - z\| R(k+1) [x(k) - z]$ in (10). Since $R(k+1)$ has row sum zero and $R(k+1)$ is symmetric, we have $R(k+1)z = 0$ and $z' R(k+1) = 0$. Thus, $\|[x(k) - z]'R(k+1)[x(k) - z] = x'(k)R(k+1)x(k)$.

By definition $R(k+1) = R(k+1) \otimes I_m$, where $R_{ij}(k+1) = r_{ij}(k+1)$ and $R_{ii}(k+1) = -\sum_{j=1,j \neq i}^m r_{ij}(k+1)$. Thus, we see that

$$
x'(k)R(k+1)x(k) = 
$$

$$
- \sum_{i=1}^m \sum_{j=1,j \neq i}^m r_{ij}(k+1)(x_i(k) - x_j(k)).
$$

Since, the matrix $R(k+1)$ is symmetric we have

$$
- \sum_{i=1}^m \sum_{j=1,j \neq i}^m r_{ij}(k+1)(x_i(k) - x_j(k))
$$

$$
= - \sum_{i=1}^m \sum_{j=1,j \neq i}^m r_{ij}(k+1)\|x_i(k) - x_j(k)\|^2
$$

$$
\leq -\eta \sum_{S(k)} \|x_i(k) - x_j(k)\|^2.
$$

Using the bound $\mathbb{E}_k[\|\xi(k+1)\|^2] \leq \mu^2$ we arrive at

$$
\mathbb{E}_k[\|v(k+1) - z\|^2] \leq H(k+1) \|x(k) - z\|^2 + \alpha^2(k+1)\mu^2
$$

$$
- 2\alpha(k+1)\eta \sum_{S(k)} \|x_i(k) - x_j(k)\|^2.
$$

(11)

Now, from (8) we have the desired result.

[1947]
C. Almost sure convergence

In this section we state our main convergence result for the constrained consensus problem.

**Theorem 2:** Assume that $X = \cap_{j=1}^m X_j$ is nonempty, and let Assumptions 1 and 2 hold. Let the step size sequence $\{\alpha(k)\}$ in algorithm (3) satisfy Assumption 3. Then, there exists a random variable $x^*$ taking values in the set $X$ such that almost surely $\lim_{k \to \infty} \|x_i(k) - x^*\| = 0$ for all agents $i$.

**Proof:** The proof follows by applying the result of Theorem 1 to the inequality arrived at in Lemma 1. We omit the complete proof here due to space restrictions. □

III. DISTRIBUTED OPTIMIZATION

We next consider solving the distributed optimization problem when the objective function is a sum of $m$ local convex objective functions corresponding to $m$ agents. The objective of the agents is to cooperatively solve the following constrained optimization problem:

\[
\min_{x \in X} \left\{ \sum_{i=1}^m f_i(x) \right\},
\]

where each $f_i : \mathbb{R}^n \to \mathbb{R}$ is a convex function, representing the local objective function of agent $i$, and each set $X_i \subseteq \mathbb{R}^n$ is a compact and convex set, representing the local constraint set of agent $i$. Since the objective function is continuous and the set $X$ is compact, we know by Weierstrass theorem that the optimal set is nonempty. Let us denote the optimal set by $X^*$. We assume that the local constraint set $X_i$ and the objective function $f_i$ are known to agent $i$ only. Using the definition of $v_i(k+1)$ from (6), the proposed projected subgradient algorithm is given by:

\[
x_i(k+1) = P_{X_i} \left[ v_i(k+1) - \gamma(k+1)\hat{d}_i(k+1) \right]. \tag{12}
\]

Here, the vector $\hat{d}_i(k) = d_i(k) + e_i(k)$ is the noisy subgradient of the local objective function $f_i$ and $e_i(k+1)$ is the additive error in the evaluation of the subgradient of $f_i(x)$ at $x = v_i(k+1)$. The step size $\gamma(k+1) > 0$ is used to attenuate the subgradient error.

A. Assumptions

Let $\partial f_i(x)$ denote the set of subgradients of the objective function $f_i(x)$. We impose the following assumptions on the subgradients and the constraint sets.

**Assumption 4:**

1) The subgradient errors $e_i(k)$ when conditioned on the point of evaluation of the subgradient $d_i(k)$ are mean zero, i.e., $\mathbb{E}[e_i(k)|v_i(k)] = 0$ for all $i$ and $k > 0$.

2) The subgradient errors further satisfy the bound $\mathbb{E}[\|e_i(k)\|^2 | v_i(k)] \leq c$ for all $i$ and $k > 0$.

3) The local constraint sets $X_i$ are compact and convex.

4) The intersection set $X$ has a nonempty interior, i.e., there exists a point $\bar{x} \in X$ such that the ball $B_{\delta} := \{x \in X : \|x - \bar{x}\| \leq \delta\} \subset X$.

5) The subgradient sets of each $f_i$ are bounded over the sets $X_i$, i.e., there is a scalar $L > 0$ such that for all $i$, $\|d\| \leq L$ for all $d \in \partial f_i(x)$ and all $x \in X_i$.

In addition to the above assumptions on the model, we use the following assumptions on the step sizes $\alpha(k)$ and $\gamma(k)$.

**Assumption 5:**

1) (non-summability) The step sizes satisfy $\sum_{k=1}^\infty \alpha(k) = \infty$ and $\sum_{k=1}^\infty \gamma(k) = \infty$.

2) (square summability) $\sum_{k=1}^\infty \alpha(k)^2 < \infty$ and $\sum_{k=1}^\infty \gamma(k)^2 < \infty$.

3) $\sum_{k=1}^\infty \alpha(k)\gamma(k) < \infty$ and $\sum_{k=1}^\infty \frac{\gamma(k)^2}{\alpha(k)} < \infty$.

4) $\sum_{k=1}^\infty \min(\alpha(k), \gamma(k)) = \infty$.

The assumptions 5.1 and 5.2 are standard in the stochastic approximation literature. The square summability is needed to damp out the noise terms. In addition to these conditions, our analysis relies on assumptions 5.3 and 5.4 on the cross terms involving the step sizes. To verify that the set of step sizes satisfying these conditions is nonempty, we can assume that the step sizes are of the form $\alpha(k) = \frac{1}{k^r}$ and $\gamma(k) = \frac{1}{k^s}$. Then conditions 5.1 and 5.2 imply that $1/2 < \theta_1, \theta_2 \leq 1$. It is clear that in this case $\sum_{k=1}^\infty \alpha(k)\gamma(k) < \infty$.

Also, since when $\theta_2 > \theta_1$, we have $\min(\alpha(k), \gamma(k)) = \gamma(k)$; Assumption 5.4 holds by Assumption 5.1.

B. Preliminary Results

In this section we provide some results which will be useful in deriving our main result. The first result provides a way to bound an error term of the form $\|x_i(k) - P_{X_i} x_i(k)\|$. The bound is established by using some of the techniques in [2] for the alternating projection method. We omit the proof here due to space restrictions.

**Lemma 2:** Let Assumptions 4.3 and 4.4 hold, and let $x_i \in X_i$ be variables belonging to local constraint sets $X_i$. Then, we have the following bound:

\[
\|x_i - P_{X_i} x_i\| \leq \frac{B}{\delta} \sum_{j=1}^m \|x_i - x_j\| \quad \text{for all } i,
\]

where $B$ is a uniform upper bound on the norms of the vectors in the sets $X_i$ and $\delta$ is the radius from Assumption 4.4.

Let us define $s(k) = \frac{1}{\eta} \sum_{j=1}^m P_{X_i} x_j(k)$, which belongs to the set $X$ since $X$ is convex. The following lemma is crucial in proving our convergence result in the next section.

**Lemma 3:** Let Assumptions 1, 2 and 4 hold. Then, for the algorithm proposed in Eq. (12) the following relation holds for any $z^*$ in the optimal set $X^*$,

\[
\mathbb{E}_{k}[\|x(k) - z^*\|^2] \leq H(k+1) \|x(k) - z^*\|^2 + \alpha^2(k+1)\mu^2 - \alpha(k+1)\eta \sum_{j \in \mathcal{S}\setminus(k)} \|x_i(k) - x_j(k)\|^2 + m(c + L^2)\gamma^2(k+1)
\]

\[
+ \frac{K^2\gamma^2(k+1)}{\eta\alpha(k+1)} - 2\gamma(k+1)[f(s(k)) - f(z^*)]
\]

\[
+ 2L\gamma(k+1)\alpha(k+1) \sum_{i=1}^m \sum_{j=1}^m r_{ij}(k+1)x_j(k),
\]

where $L$ is a uniform bound on subgradient norms of $f_i$ over the sets $X_i$, $K = L(m-1)\left(\frac{mB^2+1}{\delta}\right)$ and $f(x) = \sum_{i=1}^m f_i(x)$.
Proof: From the relation in (12) and the contraction property of projection we see that for any \( z^* \in X^* \subseteq X \),
\[
\| x_i(k+1) - z^* \|^2 \\
\leq \| x_i(k+1) - z^* \|^2 + \gamma^2(k+1) \| d_i(k+1) \|^2 \\
- 2\gamma(k+1)d_i^T(k+1)(x_i(k+1) - z^*). 
\]
We can now take the conditional expectation with respect to the history \( F_k \) in the above expression. Moreover since,
\[
E_k[\| x_i(k+1) - z^* \|^2] = E_k[\{x_i(k+1) - z^*\} E_k(\{k+1\})] = 0 \quad \text{and} \quad d_i(k+1) \text{ is a subgradient of } f_i \text{ at } v_i(k+1), 
\]
we have
\[
E_k[\| x_i(k+1) - z^* \|^2] \leq E_k[\| v_i(k+1) - z^* \|^2] \\
+ 2\gamma^2(k+1)(c + L^2) - 2\gamma(k+1)e_k(v_i(k+1)) - f_i(z^*),
\]
where we have used \( \| d_i(k) \| \leq L \) and \( E_k[\| \epsilon_i(k+1) \|^2] \leq c \).
Now, since \( f_i \) is a convex function, by Jensen’s inequality
\[
- E_k[ f_i(v_i(k+1))] \leq - f_k( E_k( v_i(k+1))), 
\]
the definition of \( v_i(k+1) \) in (6) and \( E_k[ s_i(k+1)] = 0 \) of Assumption 2.1, we have \( E_k[ v_i(k+1)] = x_i(k) + \alpha(k+1)\sum_{j=1}^{m} r_{ij}(k+1)x_j(k) \).
Letting \( w_i(k+1) := x_i(k) + \alpha(k+1)\sum_{j=1}^{m} r_{ij}(k+1)x_j(k) \), and summing over all \( i \) yields
\[
E_k[\| x_i(k+1) - z^* \|^2] \leq E_k[\| v_i(k+1) - z^* \|^2] \\
+ 2\gamma^2(k+1)(c + L^2) - 2\gamma(k+1)e_k(v_i(k+1)) - f_i(z^*). 
\]
Let \( s(k) \in X \) be as defined earlier. Adding and subtracting \( f_i(s(k)) \), and using \( f(x) = \sum_{i=1}^{m} f(x) \) and (11) we obtain
\[
E_k[\| x_i(k+1) - z^* \|^2] \leq H(k+1) \| x_i(k) - z^* \|^2 \\
+ m\gamma^2(k+1)(c + L^2) - 2\gamma(k+1)f(s(k)) - f(z^*) \\
- 2\gamma(k+1) \sum_{i=1}^{m} [f_i(w_i(k+1)) - f_i(s(k))] + \alpha^2(k+1)\mu^2 \\
- 2\alpha(k+1)\eta \sum_{s(k)} \| x_i(k) - x_j(k) \|^2. 
\]
By the convexity and subgradient boundedness of each \( f_i \)
\[
- 2\gamma(k+1) \sum_{i=1}^{m} [f_i(w_i(k+1)) - f_i(s(k))] \\
\leq 2\gamma(k+1)L \sum_{i=1}^{m} \| w_i(k+1) - s(k) \|. 
\]
We now estimate the term with \( \| w_i(k+1) - s(k) \| \). It follows from the definition of \( w_i(k+1) \) that
\[
2L\gamma(k+1) \sum_{i=1}^{m} \| w_i(k+1) - s(k) \| \\
\leq 2L\gamma(k+1) \sum_{i=1}^{m} \| x_i(k) - s(k) \| \\
+ 2L\gamma(k+1)\alpha(k+1) \sum_{i=1}^{m} r_{ij}(k+1)x_j(k). 
\]
Next, we focus on the term \( \sum_{i=1}^{m} \| x_i(k) - s(k) \| \).
Substituting for \( s(k) = \frac{1}{m} \sum_{j=1}^{m} P_X(x_j(k)) \), adding and subtracting the term \( P_X(x_j(k)) \) inside the norm and using the convexity of norm, we have
\[
\sum_{i=1}^{m} \| x_i(k) - s(k) \| \leq \sum_{i=1}^{m} \| x_i(k) - P_X(x_j(k)) \| + \frac{\gamma}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \| P_X(x_j(k)) - P_X(x_i(k)) \|. 
\]
By Lemma 2 and the non-expansiveness property of projection we get
\[
\sum_{i=1}^{m} \| x_i(k) - s(k) \| \leq 2\gamma mB + \gamma \| s(k) \|. 
\]
(16)
For any two nodes \( i \) and \( j \), there is a path from node \( i \) to node \( j \) in the spanning tree \( S(k) \). By suppressing the dependence on time, we represent such a path by \( p_{ij} = (i_1, \ldots, i_t) \), where \( i_1 = i, i_t = j \) and \( \{i_\tau, i_\tau+1\} \) is an edge in the spanning tree for \( 1 \leq \tau \leq t-1 \). Therefore, we have \( \| x_i(k) - x_j(k) \| \leq \sum_{\tau=1}^{t-1} \| x_{i_{\tau+1}}(k) - x_{i_\tau}(k) \| \). Let all the (undirected) edges in the tree \( S(k) \) be enumerated by \( e_s = \{i_s, i_{s+1}\} \) for \( 1 \leq s \leq m-1 \). By summing over \( i \) and \( j \) with \( i < j \) we get
\[
\sum_{i,j} \| x_i(k) - x_j(k) \| \leq \sum_{s=1}^{m-1} \| x_{i_{s+1}}(k) - x_{i_s}(k) \|. 
\]
A simple upper bound on the number \( \kappa_s \) is given by \( \frac{m}{2} \). Thus, \( \sum_{i,j} \| x_i(k) - x_j(k) \| \leq \| m \| \sum_{s} \| x_{i_{s+1}}(k) - x_{i_s}(k) \| \), where the summation on the right hand side is over all edges \( \{i, j\} \) in \( S(k) \). Using the preceding estimate in relation (16), we obtain \( \sum_{s=1}^{m-1} \| x_s(k) - s(k) \| \leq \frac{mbB + \gamma}{\lambda} \). Multiplying the preceding relation by \( 2\gamma(k+1)L \) and letting \( K = L(m-1) \frac{mbB + \gamma}{\lambda} \),
\[
2\gamma(k+1)L \sum_{i=1}^{m} \| x_i(k) - s(k) \| \\
\leq 2\gamma(k+1)K \sum_{s(k)} \| x_i(k) - x_j(k) \|. 
\]
(17)
By using the identity \( 2ab \leq a^2 + b^2 \), we obtain
\[
2\gamma(k+1)K \sum_{s(k)} \| x_i(k) - x_j(k) \| \\
= 2\gamma(k+1)K \frac{1}{\sqrt{\lambda}} \sum_{s(k)} \sqrt{\lambda} \| x_i(k) - x_j(k) \| \\
\leq \gamma^2(k+1)K^2 + \lambda \| x_i(k) - x_j(k) \|^2. 
\]
Substituting the preceding inequality in relation (17), and then combining the resulting relation with Eq. (15), (14), and (13) we obtain the desired result. \( \blacksquare \)

C. Almost sure convergence

In this section we prove our main convergence result for the projected subgradient algorithm.

Theorem 3: Let Assumptions 1, 2 and 4 hold. Then if the step size sequences \( \{\alpha(k)\} \) and \( \{\gamma(k)\} \) in the algorithm (12) are chosen to satisfy the conditions in Assumption 5, then almost surely the iterate sequences \( \{x_i(k)\} \) converge to a common (random) point in the optimal set \( X^* \).
Proof: Referring to Lemma 3, if the step size sequences are chosen to satisfy Assumption 5.2 we have \( \sum_{k=1}^{\infty} \alpha^2(k+1) < \infty \). By Assumption 5.3 we have \( \sum_{k=1}^{\infty} K^2 \gamma^2(k+1) < \infty \). The term \( \sum_{i=1}^{m} \left\| \sum_{j=1}^{m} r_{ij}(k+1)x_j(k) \right\| \) is bounded since the sets \( X_i \) are compact by Assumption 4.4 and \( r_{ij}(k+1) \leq \eta^j \) by Assumption 1.4. Also, we have \( \sum_{k=1}^{\infty} \alpha(k) \gamma(k) < \infty \) by Assumption 5.3, so we can conclude that \( 2f \sum_{k=1}^{\infty} \alpha(k+1) \gamma(k+1) < \infty \) now, since \( H(k+1) = (1 + \alpha^2(k+1) + \alpha_m(R(k+1))) \) and the elements of matrix \( R(k) \) are uniformly bounded, we have \( \sigma^2_R(R(k+1)) \leq C \). Hence \( \sum_{k=1}^{\infty} \alpha^2(k+1) \sigma^2_R(R(k+1)) \leq C \sum_{k=1}^{\infty} \alpha^2(k+1) < \infty \). Also since \( z^* \) belongs to the optimal set \( X^* \) and \( s(k) \in X \), we have \( f(s(k)) - f(z^*) \geq 0 \) for all \( k \). Thus, we can apply the result of Robbins-Siegmund (Lemma 1) to conclude that \( \| x(k+1) - z^* \| \) converges almost surely for any \( z^* \in X^* \) and the following holds almost surely: \( \sum_{k=1}^{\infty} \left[ \eta \alpha(k+1) \sum S(k) \| x_i(k) - x_j(k) \|^2 + \gamma(k+1)(f(s(k)) - f(z^*)) \right] < \infty \). Letting \( \theta(k) = \min(\alpha(k), \gamma(k)) \), we can conclude that \( \sum_{k=1}^{\infty} \theta(k+1) \left( \eta \sum S(k) \| x_i(k) - x_j(k) \|^2 + f(s(k)) - f(z^*) \right) < \infty, \) with \( \sum_{k=1}^{\infty} \theta(k) = \infty \) (Assumption 5.4). Therefore, there is a subsequence such that \( \lim_{k \to \infty} \sum S(n_k) \| x_i(n_k) - x_j(n_k) \|^2 = 0 \) and \( \lim_{k \to \infty} f(s(n_k)) = f(z^*) \) almost surely.

Since the number of spanning trees on a finite graph is finite, there exists a spanning tree \( S \) which appears infinitely often in the sequence \( \{S(n_k)\} \). Let us pick a further subsequence such that \( S(n_k^i) = S \), then we have along this subsequence \( \lim_{k \to \infty} \sum S(n_k^i) \| x_i(n_k^i) - x_j(n_k^i) \|^2 = 0 \) and \( \lim_{k \to \infty} f(s(n_k^i)) = f(z^*) \) almost surely. Since \( S \) is a spanning tree of a connected graph we can conclude that \( \lim_{k \to \infty} \| x_i(n_k^i) - x_j(n_k^i) \| = 0 \) for all nodes \( i \) and \( j \) almost surely. Using the earlier proven bound in equation (16) and taking limit along the subsequence \( \{n_k^i\} \), we obtain \( \lim_{k \to \infty} \sum_{i<j} \| x_i(n_k^i) - x_j(n_k^i) \| \leq \lim_{k \to \infty} 2 \left( \frac{mB^2}{m^2} \right) \sum_{i<j} \| x_i(n_k^i) - x_j(n_k^i) \| = 0 \), implying that we have almost surely \( \lim_{k \to \infty} \| x_i(n_k^i) - s(n_k^i) \| = 0 \) for all nodes \( i \).

Since \( \lim_{k \to \infty} f(s(n_k^i)) = f^* \) and the function \( f \) is continuous we conclude that there exists a subsequence along which \( s(n_k^i) \) converges almost surely to a (random) point \( x^* \) that lies in the set \( X^* \). Without any loss of generality we can assume that the sequence \( s(n_k^i) \) itself converges to the limit point \( x^* \) almost surely. From equation (18) we conclude that \( x_i(n_k^i) \) converges to \( x^* \) for all \( i \) almost surely. However from our conclusion earlier we know that \( \| x_i(k) - z^* \|^2 \) converges almost surely for any \( z^* \in X^* \). We can consider sample paths for which both \( \| x_i(k) - z^* \|^2 \) converges for any \( z^* \in X^* \) and \( x_i(n_k^i) \) converges to the corresponding realization \( \tilde{x}^* \) of the random point \( x^* \). Then, by letting \( z^* = x^* \), we can conclude that for each such realization, the realization of the sequence \( \{x_i(k)\} \) converges to the corresponding realization \( \tilde{x}^* \) of the random point \( x^* \). Hence, the sequences \( \{x_i(k)\}, i = 1, \ldots, m \), converge almost surely to a common (random) point in the set \( X^* \).

IV. CONCLUSION

In this paper we consider distributed algorithms for the constrained consensus and constrained optimization problem in the presence of noisy communication links and stochastic subgradient errors. We provide the analysis showing almost sure convergence of the algorithms in both of these cases. In our analysis we assumed that the communication graph is connected at every instant. However, our analysis can be generalized to the case when the union of communication graphs over a finite time interval is connected.
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