Mur ABC is placed far away from the source so that it yields the same accuracy as does the nonlocal ABC, it required approximately a third of the CPU time. In this latter case, however, the computer memory requirement of the Mur ABC was orders of magnitude more than the requirements of the nonlocal ABC. Hence, it is difficult to make general statements regarding which type of ABC is computationally more effective. In any event it is clear that research should be directed at finding ways of improving the CPU time required by the nonlocal ABC’s if they are to be used instead of the usual local ABC’s.

IV. CONCLUSIONS
The exact nonlocal ABC derived in [8] appears to be a useful and accurate tool to implement a nonreflecting ABC for the FDTD method. The accuracy is better than the nonlocal ABC of [9] since this formulation allows higher order interpolation and integration which is not possible with the approach of [9]. When the accuracy of the current method and the local type of ABC’s such as those due to Mur are required to be the same, the nonlocal ABC requires significantly less computer memory than does the Mur type ABC, but more CPU time than the Mur ABC.

Our method may be implemented with any order interpolation and integration schemes, so that we may increase the accuracy further if so desired with little computational overhead. This is in contrast to the method of [9] which is first order accurate. Research at reducing the CPU time requirements is continuing.
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Superspheroids: A New Family of Radome Shapes

P. L. Overfelt

Abstract—In the following we use the arc described by the two-dimensional superquadric equation (taking its exponent $v$ to be any positive real number) in the first quadrant only and revolve it about its major axis to obtain a body of revolution family of geometric shapes called superspheroids. For certain values of length and radius and assuming that $1 < v < 2$, we have determined new shapes that are appropriate for high speed missile radomes. We have found that the superspheroid with optimized exponent value $v = 1.381$ can almost exactly reproduce the traditional Von Karman radome geometry. Incidence angle maps and geometric properties have been determined for this superspheroidal family. We have used a ray tracing analysis to obtain boresight error induced by this family of shapes as a function of gimbal angle. The superspheroids are mathematically simple, can approximate most of the traditional radome geometries quite well, and are exceptionally easy to either program or use analytically.

I. INTRODUCTION
The two-dimensional superquadric equation [1]

$$\frac{x^2}{a^2} + \frac{y^2}{b^2} = 1$$

has been applied recently to electromagnetic problems in the context of scattering from perfectly conducting superquadric cylinders [2] and also in the analysis of reflector antennas with superquadric aperture boundaries [3]. Generally $x$ and $y$ in (1) are assumed to run over the intervals $-a \leq x \leq a, -b \leq y \leq b$. In the following we write (1) in the form

$$y = \frac{y_0}{a} \left( \frac{x}{a} \right)^{1/v}$$

(2)

$-b \leq y \leq b$, $-a \leq x \leq a$, and $v$ any positive real number, and we keep in mind that in taking the $v$th root, we are interested in real roots only. In (2) we allow $x$ to take on positive values only, i.e., $0 \leq x \leq a$. In this case (2) is an arc in the $xy$ plane which is completely above the $x$-axis except at the end point, $x = a$. By taking this arc, $y = f(x) \geq 0$, and revolving it about the $x$-axis, we obtain a body of revolution (BOR) given by

$$y^2 + z^2 = \left( \frac{y_0}{a} \right)^2 \left( \frac{x}{a} \right)^{2/v}$$

(3)
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Fig. 5. The differences between the exact value of the $x$-component of the $H$-field and the numerically approximated.
having a circular cross section in the \( yz \) plane and half of a
superquadric cross section in the \( xz \) or \( xy \) planes. Immediately it is
obvious, when \( \nu = 2 \), that (2) is the arc that will generate the
right half of a prolate spheroid. In keeping with previous conventions
[1], we will refer to the BOR’s generated by (2) when \( \nu \neq 2 \) as
superspheroids. We have found that these shapes are quite similar to
traditional high speed missile radome shapes when appropriate values
of \( a, b \) and \( \nu \) are used. The parameters \( b \) and \( a \) can be interpreted
as the radome radius and length, respectively. The radome fineness
ratio is given by \( \ell / 2b \). The planar cross section determined when
\( \z = 0 \) is an open boundary in the \( xy \) plane since \( x \) is allowed to run
between 0 and \( a \) only. If some special cases of (3) are considered,
we see that when \( \nu = 1 \), (3) is the equation of a cone (in cross
section, a wedge) and when \( \nu = 2 \), (3) is half of a prolate spheroid
(in cross section, half of an ellipse). When \( 1 < \nu < 2 \), we obtain a
family of radome cross sections appropriate for high speed missile
applications with \( \nu \) controlling their curvatures (see Fig. 1). If blunter
nose shapes are desired, one can choose \( \nu > 2 \), while for pinched
shapes, one uses \( 0 < \nu < 1 \). The real value of the two-dimensional
superquadric equation (1) or the superspheroidal equation (3) for
radome applications lies in their simplicity. Analytically they are
much easier to work with than the Von Karman or ogive equations
[4]. Thus since these shapes are mathematically simple, it is possible
to obtain closed form expressions for some of the geometric quantities
associated with them, such as planar area [3], volume, etc. [5].
Usually this is not possible for traditional radome geometries.

In Section II, we will consider the tangent and normal vectors
associated with superspheroids as well as formulas for the curvature
and incidence angles since these quantities are necessary for many
methods of radome analysis [4], [6]–[11]. In Section III we will
compare the superspheroid family with traditional radome geometries
and show that a number of traditional shapes can be well approximated
by superspheroids using appropriate values for \( a, b \), and \( \nu \). In Section
IV, we use a ray tracing technique to obtain boresight error curves
as functions of gimbal angle for various superspheroid geometries.
Section V contains our conclusions.

II. TANGENTS,-normalS, AND INCIDENCE ANGLE MAPS

Considering the arc in the first quadrant of the \( xy \) plane where
\( y = f(x) \geq 0 \) for \( 0 \leq x \leq a \), we find that the derivative of (2)
is simply
\[
\frac{d}{dx} f(x) = \frac{b}{a} \nu^{-1} (a^\nu - x^\nu)^{(1/\nu)-1}. \tag{4}
\]

Setting the antenna gimbal point at the coordinate origin, the equation
of the central ray projected from the origin is just
\[
y = x \tan \psi \tag{5}
\]
where \( \psi \) is the antenna gimbal angle.
The \( x \)-coordinate of the point at which the central ray (or radius
vector) intersects the superquadric is given by
\[
x = \frac{ab}{\nu} \left( \frac{\tan \psi}{\nu} \right)^\nu + \frac{b^\nu}{2} \left( \frac{1}{\nu} \right)^{1/\nu}. \tag{6}
\]
The unit tangent vector to the superquadric is
\[
\hat{t} = \frac{a(a^\nu - x^\nu)^{-1/\nu} \hat{x} - b x^{\nu-1} \hat{y}}{\left\{ a^\nu (a^\nu - x^\nu)^{-2/(\nu-1)} + b^\nu x^{2(\nu-1)/\nu} \right\}^{1/2}} \tag{7}
\]
and the unit normal is
\[
\hat{n} = \frac{b x^{\nu-1} \hat{x} + a(a^\nu - x^\nu)^{-1/\nu} \hat{y}}{\left\{ a^\nu (a^\nu - x^\nu)^{-2/(\nu-1)} + b^\nu x^{2(\nu-1)/\nu} \right\}^{1/2}}. \tag{8}
\]
Thus the incidence angle, \( \theta \), is given by either
\[
\cos \theta = (\hat{r} \cdot \hat{n}) \tag{9a}
\]
or
\[
\sin \theta = (\hat{r} \cdot \hat{t}) \tag{9b}
\]
where the unit radius vector, \( \hat{r} \) has been written in the form
\[
\hat{r} = \frac{x + \tan \psi \hat{y}}{\sqrt{1 + \tan^2 \psi}}. \tag{10}
\]
Dividing (9b) by (9a) and substituting (6) into \( \hat{n} \) and \( \hat{t} \), we obtain a
convenient form for the incidence angles of superquadric shapes in the
\( xy \) plane as a function of the antenna gimbal angle, i.e.,
\[
\tan \theta = \frac{a^{\nu/2} (\tan \psi)^{(1/\nu)} - b x^{\nu-2} \tan \psi}{a^\nu (\tan \psi)^{(1/\nu)} + b^\nu x^{2(\nu-1)/\nu}}. \tag{11}
\]
Note that for \( \nu = 2 \), i.e., half of an ellipse, formula (11) reduces to
\[
\tan \theta = \frac{a^2 - b^2}{a^2 \tan \psi + b^2 \tan \nu}. \tag{12}
\]
as given in [4]. Plotting (11), Fig. 2 shows incidence angle maps for
a given fineness ratio and different values of \( \nu \).

In some radome analysis methods, attempts have been made to
take curvature directly into account [12]–[13]. In such methods, it
is often helpful to know the principal radii of curvature. The first
and second principal radii of curvature are given by the standard formulas [14]–[15]

\[ R_1 = \frac{1 + f'(x)^{2v/3}}{f''(x)}, \quad R_2 = -f'(x)(1 + f'(x)^2)^{1/2} \]  

(13)

or for the superspheroids (see (14), shown at the bottom of the page) while

\[ R_2 = -\frac{b}{a} (a^v - x^v)^{1/2} \left[ 1 + \left( \frac{b}{a} \right)^2 x^{2(v-1)} \cdot (a^v - x^v)^{(1/2)/v-2} \right]^{1/2}, \]

(15)

When the value of \( v \) is 2, the formulas for \( R_1 \) and \( R_2 \) reduce to those for a spheroidal surface given in [14].

Also, the superspheroids possess the quality of similarity [16], meaning that one can obtain curves from the superspheroid equation that are exactly the same in form and that differ only in scale. For example a simple generalization of (1) in the \( xy \) plane is

\[ \left( \frac{x}{a} \right)^v + \left( \frac{y}{b} \right)^v = \eta \]

(16)

where \( \eta \) is any constant. This automatically causes the \( a \) and \( b \) parameters to scale to

\[ \frac{x'}{\eta a^{v'}} + \frac{y'}{\eta b^{v'}} = 1 \]

(17)

or the new \( a \) and \( b \) are \( a' = a\eta^{1/v}, b' = b\eta^{1/v} \). Thus we can use (16) to obtain "nested" or similar superquadrics where the fineness ratio of each shape is \( (a'/2b') = (a'/2b) \) and is independent of \( \eta \). This quality is not always present (or if present is not always obvious) in the equations describing traditional radome geometries.

III. APPROXIMATION OF TRADITIONAL RADOME SHAPES USING SUPERSPHEROIDS

In this section, we compare the equations describing the Von Karman, Sears–Haack, tangent ogive, and power law radomes with superspheroidal approximations. Beginning with the Von Karman geometry, we use the Haack–Von Karman equation in the \( xy \) plane [4]–[7],

\[ y^2 = \frac{D^2}{4\pi} \left[ \frac{\zeta - \frac{1}{2} \sin 2\zeta + \kappa \sin^{2} \zeta}{1} \right] \]

(18)

where

\[ \zeta = \cos^{-1} \left( \frac{2x}{L} - 1 \right) \]

(19)

\[ R_1 = \frac{a^{1-v}(a^v - x^v)^{(2/(1-v))} \left[ 1 + \left( \frac{b}{a} \right)^2 x^{2(v-1)}(a^v - x^v)^{(1/2)/v-2} \right]^{3/2}}{b(1-v)} \]

(14)
and $\kappa$ is a constant, $D$ is the diameter, and $l$ is the total length of the radome. When the constant $\kappa$ is equal to zero, we have a Von Karman shape. When $\kappa$ is equal to one-third, we have a Sears-Haack shape. Both of these geometries have been very successful in radome design due mainly to their aerodynamic properties [4].

In attempting to approximate the traditional radome shapes with superspheroids, we have used the distance between two curves, $f(r)$ and $g(r)$, given by [17]

$$\|f - g\| = \left\{ \int_0^r [f(r) - g(r)]^2 \, dr \right\}^{1/2} \quad (20)$$

as a measure of how "good" the approximation is. Equation (20) is a functional of the least-squares type and is the simplest possible functional which yields an accurate positive definite residual [18]. Thus by minimizing $\|f - g\|$, and choosing fixed values for $a$ and $b$ we can find that value of $\nu$ which corresponds to the minimum of $\|f - g\|$. This value of $\nu$ is then optimum in providing the "best" approximation of $g(r)$ to $f(r)$ in the least-squares sense. Table I gives the optimized values of $\nu$, which result in the best least-squares approximation of the superspheroid geometry to the Von Karman, tangent ogive, Sears-Haack and power law radome contours. The optimum value of $\nu$ is not affected by changes in the radome fineness ratio.

Fig. 3(a) shows a comparison between a Von Karman shape with $D = 2, l = 4, \kappa = 0$, and a superspheroid with $a = 4, b = 1, \nu = 1.381$. We have found that these two geometries are indistinguishable graphically over a range of $\nu$ where $1.34 < \nu < 1.40$. Thus the approximation of the Von Karman by a superspheroid is not very sensitive to changes in the $\nu$ parameter. When $\kappa$ is equal to one-third, (18) describes a Sears-Haack radome shape. Fig. 3(b) shows a comparison between the Sears-Haack geometry with $D = 2, l = 4$, and a superspheroid with $b = 1, a = 4, \nu = 1.555$. As for the Von Karman shape, the difference between the superspheroid and Sears-Haack is indistinguishable graphically.

Comparison between a tangent ogive and a superspheroid is shown in Fig. 3(c). The ogive defining equation in the $xy$ plane is

$$y^2 = (\sqrt{R^2 - x^2} + b_n - R)^2 \quad (21)$$

where $b_n$ is the base radius and $R$ is the radius of the "parent circle" which traces out the shape. The tangent ogive is much harder to approximate using a superspheroid than the Von Karman or Sears-Haack shapes.

In Fig. 3(c), we have chosen $b_n = 1, R = 8.5$ for the tangent ogive, and $a = 4, b = 1, \nu = 1.449$ for the approximating superspheroid. This value of $\nu$ causes the two geometries to match in an overall sense but with significant differences near $x = 1$ and $3 \leq x \leq 4$. Although the two curves are quite distinguishable graphically, for many numerical purposes, the approximation of a tangent ogive by a superspheroid (with $\nu = 1.449$) would be acceptable.

The set of previously known shapes which is closest analytically to the superspheroids is the set of power law shapes [4]. They are defined in the $xy$ plane by

$$y = \frac{D}{2} \left( \frac{1-x}{l} \right)^m \quad (22)$$

where $D$ is the base diameter, $l$ is the length, and $m$ is a constant. In its three-dimensional form, when $m$ is one-half we obtain a paraboloid, and when $m$ is one, (22) defines a cone. The most famous
of this set of shapes is the three-quarter power law \((m = 0.75)\) which is itself an approximation to a true Newtonian shape.

Fig. 3d compares the three-quarter power law shape with a superspheroid where \(D = 2.1 = 4. m = 0.75, \text{ and } a = 4, b = 1.\nu = 1.161\). As for the Von Karman and Sears–Haack contours, the three-quarter power law shape and the superspheroid are again graphically indistinguishable when the optimum \(\nu\) is used. While the power law shapes are analytically as simple as the superspheroids, they are unable to approximate the Von Karman, Sears–Haack, or tangent ogive geometries as well as do the superspheroid family.

IV. BORESIGHT ERROR OF THE SUPERSPHEROIDS USING RAY TRACING

Using a ray tracing computer program developed at the Naval Air Warfare Center Weapons Division, China Lake, CA [6], we are able to evaluate the performance of the superspheroid family of radome shapes in terms of boresight error (BSE). The figures in this section show the BSE as a function of gimbal angle with \(\nu\) as a parameter for a set of superspheroids with 2 to 1 fineness ratio. We have assumed a single layer of thickness \(X/2\) and \(\theta = 5.3\) (pyroceram). The antenna is linearly polarized along the \(z\) axis such that the elevation plane corresponds to the E-plane and the azimuth plane corresponds to the H-plane. Also we have used the convention that positive BSE points toward the nose and negative BSE points away from the nose. First, Fig. 4 compares the BSE in both elevation and azimuth planes from a Von Karman radome with that from a corresponding superspheroid with \(\nu = 1.381\). As expected from the closeness of the geometric shape approximation, their BSE curves are extremely close. Then Fig. 5 indicates the BSE behavior of the superspheroids as a function of gimbal angle for various \(\nu\) values. For a fixed fineness ratio and \(1.2 \leq \nu \leq 2\), we see that typical BSE curves result with the smallest error occurring at \(\nu = 1.2\), the largest at \(\nu = 2\). Thus for this particular case, a more conically shaped radome provides better (less) BSE than does a more elliptically shaped dome.

V. CONCLUSIONS

We have used the two-dimensional superquadric equation in the first quadrant and revolved it about its major axis to obtain a body of revolution family of geometric shapes called superspheroids. For certain values of length and radius and assuming that \(1 < \nu < 2\), we have determined shapes appropriate for high speed missile radomes. We have found that the superspheroid characterized by the curvature parameter \(\nu = 1.381\) is an almost exact match for the Von Karman shape. We have determined incidence angle maps, geometric properties, and used ray tracing to obtain boresight error as a function of gimbal angle for the superspheroids. This family of shapes is mathematically simple, can approximate most of the traditional radome geometries quite well, and is exceptionally easy to either program or use analytically.
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The resonant frequencies of the antenna in the presence of random noise are used to illustrate the advantages of this approach compared to calculations involving a densely scanned frequency range. The noise stability and robustness of the algorithm are demonstrated through the successful prediction of the susceptance and resonant frequencies of the antenna in the presence of random noise.

I. INTRODUCTION

The integral relations between real and imaginary parts of response functions are widely used in quantum field theory, nuclear physics, and solid state physics. Unfortunately, this extremely useful tool does not seem to find much use in microwave engineering.

These integral relations are known under a variety of names. The Kramers–Kronig relations between the real and imaginary parts of the dielectric constants are well known to engineers and physicists. In quantum field theory and quantum many-body theory, they are sometimes known as Lehmann or spectral representations or dispersion relations [1], whereas mathematicians refer to them as Hilbert Transforms. In circuit theory, they are often called Bode's integrals, since Bode seems to have been the first to use them [2].

Kramers–Kronig relations enjoyed substantial popularity in the sixties among researchers in optics, where it is possible to measure the imaginary part since it is related to light (electromagnetic) absorption [3]. Once the imaginary part is known, these relations are used to calculate the real part. Such relations also provide a set of constraints on the moments of the functions involved as well as their asymptotic behavior and are very useful tools to check the numerical accuracy of the calculations [2], [4].

One of the most intensive numerical problems in modern antenna analysis and design is the accurate calculation of the resonant frequency, especially for antennas with sharply peaked input conductance. For such antennas, the imaginary part of the admittance oscillates violently around the resonant frequency, thereby requiring its evaluation at a very large number of frequency points in order to accurately predict the location of the resonance. Although empirically derived formulas for admittances and resonant frequencies of certain types of antennas exist, they are of low accuracy (e.g., \( \pm 20\% \) for helices [5]) or not known at all for other structures such as those involving anisotropic and lossy materials [6]. For all of these systems, however, the real part of the input admittance, although having sharp peaks, is much easier to describe than its imaginary part, hence requiring fewer computations around the peak which can locally be approximated by a Lorentzian.

Fortunately, it is for these numerically demanding situations that Bode's integrals will be shown to work best. Indeed, the presence of a sharp peak in the real part determines the local behavior of the imaginary part because of the singularity in the integrand. Thus it is possible to reliably predict the resonant frequency and susceptance from the real part without accurately reproducing the entire frequency dependence of the susceptance.

Since the presence of a Cauchy Principal-Value in these integral relations poses a numerical problem, which should be handled with care, a numerical procedure using cubic splines to calculate these integrals is presented. It is similar to the modified Simpson rules presented in [7] but, we feel, is more appropriate for real life quantities which are expected to be smooth functions.

The paper is organized as follows. In Section II we briefly review Bode's integrals. Section III presents a numerical procedure based on a cubic-spline interpolation to calculate the singular integrals involved. In Section IV, we apply the method to calculate the susceptibility of a wire antenna as a function of frequency from its real part. The obtained results are compared with those obtained from a direct method-of-moments solution. In Section V, the noise stability of the present technique is investigated using a randomly generated error in the real part to simulate measurement errors. It is shown that the first resonant frequency is adequately predicted despite the presence of the corrupting noise.

II. BODE'S INTEGRALS

The derivation of Bode's integrals is not presented here, the reader is referred to the literature for the details [2], [3], [8]. We only