Fig. 8. Full-scale SWR and insertion loss for 0.0845-m monopole(s). (a) SWR. (b) Insertion loss at 0.12 M. Measured: ***.
Calculated: △△△.
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Comparison of Measured and Calculated Antenna Sidelobe Coupling Loss in the Near Field Using Approximate Far-Field Data
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Abstract—Computer programs are presently in existence to calculate the coupling loss between two antennas provided that the amplitude and phase of the far field are available. However, for many antennas the complex far field is not known accurately. In such cases it is nevertheless
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possible to specify approximate far fields from a knowledge of the sidelobe level of each antenna along the axis of separation and the electrical size of each antenna. Measurements of near-field coupling loss between two moderately sized microwave antennas were done to determine the effectiveness of using approximate side-lobe level data instead of the detailed far fields. Comparison of the measured and computed coupling indicates that the use of approximate far fields gives an estimate of the coupling loss with a uncertainty of about ± 5 dB.

I. INTRODUCTION

Two highly efficient computer programs, CUPLNF and CUPLZ, for calculating the coupling loss transverse to and along the separation distance, respectively, between two antennas given the far fields of each antenna were developed some years ago at the National Bureau of Standards (NBS) [1]-[3]. In particular, for antennas arbitrarily oriented and separated in free space, CUPLNF computes the coupling loss as a single frequency (ignoring multiple reflections between antennas) as a function of displacement in a plane transverse to the axis of separation of the antennas. Computation times for coupling loss on a transverse plane over a distance equal to approximately twice the sum of the antenna diameters for antennas hundreds of wavelengths in diameter are a few minutes of CPU time on a typical mainframe computer.

The major limitation of CUPLNF is its requirement for the magnitude and phase of the far field of each antenna within the solid angle mutually subtended by the antennas. In practice, we may not have such detailed information on, for example, the sidelobe far fields to estimate the coupling loss between two co-located antennas in their near field. Often, however, we have some knowledge of the side-lobe levels of the antennas, even if detailed phase and amplitude information is unavailable. Thus a natural and important question to answer is whether this limited information, specifically the side-lobe level of each antenna near its axis of separation, can be used to estimate the antenna coupling loss in the near field. Of course, as the separation distance of the antennas approaches the mutual Rayleigh distance, $D_T + D_R)^2/\lambda$, the ordinary far-field formula for antenna coupling loss can be used to estimate the coupling loss. It is for separation distances much less than the mutual Rayleigh distance that the far-field formula would not be expected to give accurate estimates for the coupling loss. We set out to see if this near-field region a program, ENVLP, developed by Francis and Yaghjian [4], will give realistic values of the side-lobe coupling loss (± 5 dB) by using side-lobe levels along the axis of separation of the antennas plus the size, separation distance, and reflection coefficients of the antennas.

To estimate the efficacy of ENVLP which uses approximate side-lobe level information instead of detailed far fields, Francis and Yaghjian [4] considered the case of two linearly polarized, uniformly illuminated circular aperture antennas for which the exact far fields are given by a fairly simple analytic expression involving functions no more complicated than the first-order Bessel function. With these hypotheses antennas the exact far fields could be supplied to program CUPLNF to compute the near-field coupling loss. An approximate side-lobe far field was supplied to program ENVLP, and the resulting near-field coupling loss was compared to that from CUPLNF and reasonably accurate agreement found.

II. FORMULATION OF THE PROBLEM

Yaghjian [1] showed that the coupling loss between two antennas in free space, neglecting multiple reflections, is given by

$$b'(R, d) = \frac{C'}{k} \sum_{k < k} f'(k) \cdot f(k)e^{ikR} dK$$

(1)

where $C' = 1/(\sqrt{2\pi}e^{i\pi/4})$, $C_0$ and $\Gamma_L$ are the reflection coefficients of the receiving antenna and its passive load, $\eta_0$ is the characteristic admittance of the propagated mode in the waveguide feed of the receiving antenna, and $Z_0$ is the wave impedance of free space. The propagation vector is given by $k = \vec{k} + \gamma \vec{\varepsilon}$, $K = k R + k y$, $\gamma = (k^2 - K^2)^{1/2}$, $dK$ is the abbreviation for $dk_1dk_2$, and $(R, z = 0)$ give the position of the coordinate system fixed to the receiving antenna with respect to the $(x, y, z)$ coordinate system fixed to the transmitting antenna (see Fig. 1). The functions $f$ and $f'$ are the complex electric far-field patterns of the transmitting and receiving antennas, respectively, without the presence of the other, $\varepsilon_0$ is the amplitude of the wave incident on the transmitting antenna, and $\theta_0$ is the amplitude of the wave emergent from the receiving antenna.

(1) assumes the receiving antenna is reciprocal; however, for non-reciprocal receiving antennas the receiving spectrum is used instead of $f'$.) Yaghjian [1] also showed that for most practical situations the integration range in (1) could be limited to about $K/k < (D_T + D_R)/2d$ for $R = 0$ provided that $(D_T + D_R)/2 < d < (D_T + D_R)^2/\lambda$. $D_T$ is the diameter of the smallest sphere which circumscribes the transmitting antenna, and $D_R$ is the smallest sphere which circumscribes the receiving antenna. If $D_T$ or $D_R$ is less than the wavelength, $D_T$ or $D_R$ is replaced by $2\lambda$. For coupling loss in the transverse plane over the range $-(D_T + D_R) < k < (D_T + D_R)$ the integration range should be approximately doubled [1]. To save computer time we hold $\gamma = 0$ while varying $\psi$ and hold $x = 0$ while varying $\psi$.

Some situations arise where detailed information of the far fields $f, f'$ is lacking, and an estimate of the coupling loss between two antennas is desirable. Therefore, to have a method of approximating the coupling loss and, in particular, of finding a good estimate of the maximum coupling loss between two antennas along the general direction of the separation axis is also desirable.

III. THE APPROXIMATE FAR FIELD

The approximation used in the ENLP program for the far field is a general approximation that can be made for a large class of coupled antennas. For this approximation we replace $f'(k) \cdot f(k)$ in the sidelobe region by

$$A_{\Gamma_{max}} \cos \left( R_{\theta} \sin \theta \right) - \cos \left( R_{\theta} \sin \theta \right)$$

(2)

where $R_{\theta}$ and $R_{\phi}$ are the radii of the radiating apertures of the transmitting and receiving antennas, respectively, $R_{\theta} = \rho \sin \theta \cos \phi$, $R_{\phi} = \rho \sin \theta \sin \phi$, and $A_{\Gamma_{max}}$ and $A_{\Gamma_{max}}$ are the magnitudes of the approximate electric far fields in the direction of the separation axis (in absolute SI units). They are given in [4] as

$$A_{\Gamma_{max}} = (\rho_{\theta} \rho_{\phi} (1 - |R_{\phi} \sin \theta |))(1/2)^{1/2} \gamma \sin \theta$$

(3a)

and

$$A_{\Gamma_{max}} = (\rho_{\theta} \rho_{\phi} (1 - |R_{\theta} \sin \theta |))(1/2)^{1/2} \gamma \cos \theta$$

(3b)

where $G_{\theta}, G_{\phi}$ are the gains of the transmitting and receiving antennas, respectively, and $S_{\theta}, S_{\phi}$ are the relative side-lobe levels in the direction of the separation axis of the transmitting and receiving antennas, respectively.

We have chosen this approximation because for many antennas the far side-lobe region of the far-field pattern is predominantly caused by diffraction from edge points of the antenna. These edge points are usually separated by a distance of approximately an antenna diameter, and this leads to a side-lobe pattern which has a null approximately every $\lambda/2\pi = 2\pi$ rad as many hypothetical and measured far-field patterns confirm (e.g., Johnson et al. [5], and Newell and Crawford [6]). Polarization matching of the antennas is also assumed: this tends to lead to an upper bound.
Using (2) in (1) ENVLP computes the coupling loss along a line segment perpendicular to the separation axis. From this ENVLP determines the maximum coupling loss along the line segment and the rms mean of the coupling loss along the line segment. In [4] it is concluded from the hypothetical test case that the actual coupling loss of the antennas along the separation axis should in most cases lie below the computed maximum coupling loss and be within $\pm 5$ dB of the computed rms mean coupling loss (plus the uncertainty of the sidelobe levels).

IV. MEASUREMENT PROCEDURE

To verify the efficacy of the coupling loss formulation of ENVLP experimentally, coupling loss between two antennas was measured using the National Bureau of Standards near-field scanner, which allows precise determination of the relative orientation of two antennas. The first antenna was a 1.2-m reflector antenna having a power gain of about 30 dB and a half-power beamwidth of about 4.5°. The second antenna was a 25-element microstrip array with a power gain of about 22 dB and a half-power beamwidth of about 15°. The microstrip array was mounted on the $x$-$y$ positioner of the near-field scanner. Two wedges were also available to allow the microstrip array to be rotated about the vertical axis by angles of 21.6° or 30.3°. The reflector antenna was mounted on an azimuth positioner.

In all cases the polarization vectors of the antennas were oriented in the $y$ direction. The measurements were made for coupling loss as a function of $\theta_y$ and $\theta_x$, where $\theta_y$ and $\theta_x$ are the angles by which the transmitting or receiving antenna boresight direction is rotated with respect to the common coordinate system as illustrated in Fig. 1.

V. RESULTS AND COMPARISONS

Five orientations of the two antennas were chosen to compare the results of ENVLP to experimental results. These orientations are defined in Table I. For the first two orientations all criteria as specified in [4] are met. For the third and fourth orientations of Table I, coupling loss involves parts of the main beams and, for the last orientation, the antennas are directly facing each other, and thus coupling loss involves mostly the main beams.

The results from ENVLP are compared to the experimental results in Table II. The computed maximum is indeed an upper bound and the computed rms mean falls within the stated $\pm 5$ dB uncertainty for all cases except orientation 5. The results of orientation 5 are not within the stated uncertainty because the coupling occurs through the main beams, where (2) is a poor approximation, rather than through the sidelobes of the antennas.

At first, it may appear surprising that the results for orientation 3 fall within the uncertainties of ENVLP since it involves the main beam of the microstrip array. A careful examination of the microstrip far-field pattern and the angle subtended by the dish indicates that only about 11 percent of the main beam of the microstrip array sees the dish and the maximum power level of that part of the main beam is only twice the maximum sidelobe level. Thus case 3 falls within the expected uncertainty of ENVLP.

For case 4, however, the dish sees the microstrip only through its main beam, and thus it is merely fortuitous that the measured coupling loss lies within the expected uncertainty. In general, ENVLP should not be used to calculate the coupling loss between antennas if more than about 15 percent of the main beam of one antenna is subtended by the other antenna.

Finally, we should mention that when one or both antennas are reflector antennas, the approximation (2), on which the computer program ENVLP is based, assumes that the subtended sidelobes of each reflector antenna are determined predominantly by the reflector fields. If, however, spillover from a reflector feed dominates the subtended sidelobe region, the radius of the feed should be used in (2) rather than the radius of the reflector.
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Interpolation Methods for Shaped Reflector Analysis
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Abstract—It is often required to find "smooth" analytic representations for antenna reflector surfaces which are prescribed only by discretized data obtained by various synthesis methods. Frequently, the data are distributed in a nonuniform grid and contain noise. The "smoothness" required is to the first derivative for physical optics diffraction analysis and to the second derivative for geometrical theory of diffraction (GTD) analysis. Furthermore, the GTD analysis approach requires a surface description which returns data very rapidly since a search procedure is used to find the spectral point of reflection. Two methods of interpolation, the global and the local methods, are discussed herein. They each have advantages and disadvantages—usually complementary. These characteristics are discussed and examples are presented.

I. INTRODUCTION

The diffraction analysis of reflector surfaces which are described only at a discrete set of locations usually leads to the requirement of an interpolation to determine the surface characteristics over a continuum of locations. Such discretized surface descriptions can come about from a set of point measurements, for example. Another common source of such a description is the dual offset shaped reflector synthesis [3]-[5], which may involve numerical difference type solutions over a discretized field.

The physical optics analysis of a reflector antenna requires an accurate description of the point characteristics (e.g., \([x, y, z]\) or \([r, \theta, \phi]\)) of the surface. It also requires a (less stringently) accurate description of the slopes (e.g., \([z_x, z_y]\) or \([r_x, r_y]\)) at the same points. The geometrical theory of diffraction (GTD) analysis requires, further, an accurate knowledge of the second derivatives at the same points. The second derivatives provide the scattered amplitude for both the GO and the diffraction parts of GTD. Hence the GTD analysis of shaped reflectors with discretized raw data requires an accurate and often time-consuming interpolation process.

In dual reflector antennas, it is usually desirable to analyze the subreflector by GTD since many more near-zone observation points are required on the main reflector than far-field observation points scattered from the main reflector. We analyze the main reflector (including the diffraction effect) by the Jacobi–Bessel method [7]-[9]. The interpolation techniques to be described are applicable to both reflectors, but we will describe results found for a shaped subreflector synthesized for high gain (when used with a paired shaped main reflector).

High gain shaped subreflectors represent a more than average difficult surface to describe because the surface curves rapidly and often possesses inflection points [3]-[10]. A profile description of such a dual reflector is shown in Fig. 1. Also illustrated are the projected discretized raw data locations on the \(\theta, \phi\) plane at equal \((\Delta \theta, \Delta \phi)\) increments. In some synthesis methods [3], the raw data consist of \(r, r_x, r_y, r_0\) at each \((\theta, \phi)\) discretized location. However, the derivative data of at least one derivative (in [3], the \(r_x\) derivative) are potentially unstable since they are computed by difference techniques which do not permit very small increments.

A method for evaluating the accuracy and stability of a surface description is to compute the "distance" function derivatives \(D_\theta\) and \(D_\phi\). The distance \(D\) is the distance from the source to a point on the reflector and then to the observation point. When \(D\) is a minimum (Fermat's principle), we have a GO or an edge diffraction spectral point. In our evaluation method, we allow the point on the subreflector to vary in position with \(\phi\) (\(\theta\) fixed). Usually we take \(\theta = \theta_{\text{max}}\) along the edge of the reflector, although all \(\theta\) values should be evaluated.

The results for a particular set of raw data [10] are shown in Fig. 2. Note the erratic second derivative behavior (one of at least two diffraction spectral points are at the \((\theta, \phi)\) point at which \(D_\phi = 0\)).

The actual surfaces will appear "rough" as the distance function appears in Figs. 2 and 3, except that the roughness is difficult to observe unless the surface is greatly magnified. The distance function \(D\) and the distance derivatives are more directly significant to computations (by GTD in particular).

II. GLOBAL INTERPOLATION

A global interpolation representation is a closed-form or series expression valid over the entire surface. The coefficients of a series expression are found by an integration of all of the raw data. Since the number of coefficients used to describe the surface are much fewer than the number of raw data points, the integration effectively provides a smoothing of the raw data.

For example, the Jacobi polynomial–sinusoidal expansion [7], [11] was found to provide a fast converging representation of the offset shaped subreflector discussed. The representation is

\[
r(\theta, \phi) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} a_{nm} F_n^m(\theta) \left( \frac{\cos n\phi}{\sin n\phi} \right)
\]

Any suitable integration method can be used, dependent upon the distribution of the raw data. For ordered but otherwise unequally spaced raw data, a trapezoid (triangular facet) two-dimensional integration can be used.