Supercomputing simulation in conjunction with the autonomous acquisition of space-borne sensor data have led to dramatic contributions in our understanding of the physical processes occurring in the space and earth sciences over the past quarter-century. Future plans and commitments for both these technologies suggest continued exponential growth over the next decade in computing power and satellite data acquisition. As a result, a new emphasis on multidisciplinary research is emerging, creating unprecedented scientific challenges to exploit these technologies. Illustrative of these challenges, scientific results of modeling computations are presented from a variety of disciplines that have greatly benefited from both the accessibility of supercomputers and the availability of satellite data. The five following supercomputing problems are described: 1) determining the motions of the earth's inner core boundary from outer space measurements of the magnetic field, 2) simulating the global dynamics of the earth's ocean currents, sea-ice cycles, land surface biology, and interannual atmospheric climates, 3) upper atmospheric chemistry, 4) modeling solar flare eruptions, and 5) the role of jet processes in the birth of stars. In addition, two examples indicating the growing importance of the use of supercomputers for scientific visualization are presented. The first deals with remote mapping from space of the earth's topography or other planets. The second problem from astrophysics deals with mapping the cosmic background radiation in the presence of other astronomical signatures. Finally a brief overview of interdisciplinary modeling plans under development for the next generation of supercomputers is given.

I. INTRODUCTION

During the past quarter-century, we have witnessed the birth and maturation of two technological revolutions that together have profoundly influenced the evolution of terrestrial, atmospheric, planetary, solar, space plasma, and astrophysical sciences. Supercomputing is the first of these technologies—with exponential growth in computational power [Fig. 1(a)] enabling simulation research to emerge as a new and valuable scientific methodology. Robotic space-borne sensing and exploration, made possible by the advent of space flight, is the second technology—with exponential growth of space science data [Fig. 1(b)] providing the basis for these scientific advances and leading to a new emphasis on interdisciplinary research. The exploitation of these two new technologies has already produced a wealth of scientific discoveries and insights that are helping explain the mechanisms that govern physical processes occurring on earth and in deep space.

In particular, supercomputer access has provided earth and space scientists with a unique and powerful new tool as potentially important to their research as were the development of telescopes and microscopes. Through the use of complex numerical models, scientists are realistically simulating the behavior of nonlinear physical processes occurring in nature that cannot be duplicated in the traditional laboratory environment nor addressed by conventional theoretical analysis. For example, detailed simulation studies are being used to explore parametrically the nonlinear effects in the evolution of systems under idealized conditions that normally would take climatic, geologic, or astrophysical time scales. Other applications of simulation studies are leading to the design of new and improved sensors and observing systems for the continuous global monitoring of the earth and space environment.

Similarly, space data acquired by advanced robotic sensors have provided scientists with rare views of dynamic global processes of the near or distant environments that have never before been revealed. For example, the recent availability of powerful interactive computers enabled retrospective processing of space observations that produced the first global view of the earth's biosphere (Fig. 2) and the zodiacal view of our galaxy in the infrared (Fig. 3). Such panoramic views of the earth and the sky could not have been acquired from ground-based observatories with the simultaneity and continuity of coverage afforded by space-observing systems. The confluence of the great space observatories such as the Hubble Space Telescope, the Advanced X-Ray Astrophysics Facility, and the Earth Observing System planned for space flight in the 1990s in conjunction with the next generation of supercomputers will offer even more exciting scientific challenges to understanding the physical processes taking place in the earth system, the solar-terrestrial environment, and the far reaches of the universe.

In this regard, the general objective of this paper is to present, within the context of the theme of this PROCEEDINGS...
Typical examples of the exciting scientific problems arising in space and earth sciences that have made successful use of supercomputing. For this purpose, we chose the following three problems to illustrate the ties between space observations and modeling: 1) inferring the motions of the inner core of the solid earth through observations of the magnetic fields surrounding the earth, 2) simulating dynamics of solar flare eruptions from solar magnetic measurements related to the convective processes internal to the sun, and 3) modeling recently discovered stellar jet stream observations associated with regions of active star formation. In addition, we present the most recent advances in supercomputing modeling applications dealing with the dynamic behavior of the atmosphere, ocean, cryosphere, biosphere, and chemistry of the upper atmosphere. Finally, to show the growing influence of new trends in supercomputing technology on these sciences, two applications are presented. The first, making use of massively parallel processing for mapping the topography, and the second, from astrophysics, making use of interactive image visualization for cosmic background radiation mapping.

The specific results derived from these scientific problems are described in Section II and are intended to provide the reader with sufficient detail to grasp the scientific and computational complexities of the subject. Clearly, arriving at a realistic depth in so many subjects in so short a review meant sacrificing a self-contained presentation of the technical material. We attempted to employ a minimum of discipline jargon—perhaps overstepping bounds in some cases—but leave the reader the choice to peruse or skip over the material when it gets too detailed. A brief scientific problem motivation, written for the layperson, is provided as introduction to each discipline problem. For those readers with scientific backgrounds in related disciplines, it is hoped that an appreciation can be gained for common supercomputing experiences facing investigators using similar algorithmic schemes.

A secondary motive in selecting these problems was to indicate the relationships between future space missions in these sciences and the way they are supporting the thrust toward multidisciplinary modeling research. Section III briefly sketches the classes of interdisciplinary research just getting started and their data requirements. This section projects the direction of the problems described in Section II.

While these supercomputing applications have shown remarkable success in the limited examples presented, adequate resources are sorely lacking to implement them with the full physical complexities required. In recognition of the future requirements, not just in the space and earth sciences, but occurring in the aerosciences as well, the NASA Office of Aeronautics and Space Technology has proposed an extensive 5-year program calling for a high-performance computing initiative (HPCI). HPCI is also being coordinated with other federal agencies as part of an even broader national computing effort to maintain this country's leadership position in the supercomputing field. NASA's participation is directed toward meeting the grand scientific computing challenges described herein.

II. EARTH AND SPACE SCIENCE MODELING

In the following sections we briefly present the observational background and some results of selected modeling efforts representing the current state of the art in earth modeling, earth systems modeling, image modeling for remote sensing science, modeling in solar physics, interactive visualization, and simulation of astrophysical phenomena. The studies are but a small sample of the numerous models investigating the many aspects of physical phenomena occurring in these disciplines. The examples were partly selected because of their relevant applications to observational programs from space.

However, in using such observations, space scientists are being forced to deal more and more with a unique class of
Fig. 2. Global patterns of biological productivity—in essence, land and ocean vegetation. Land patterns are determined from chlorophyll measurements taken from the NOAA-7 polar orbiting satellite, and ocean patterns from the NASA Nimbus 7 satellite. Ocean productivity patterns represent an average over 18 months and range from red (most productive) to purple (least productive). Land patterns represent the potential productivity averaged over 3 years and range from deep green representing rain forests, to beige representing deserts and barren regions. This map was produced by the Space Data and Computing Division, NASA/Goddard Space Flight Center.

Fig. 3. Infrared astronomical satellite (IRAS) time-ordered data are projected into this panoramic view of the galaxy and color-coded to display the temperature of the emitting material.
ill-posed inverse or "backward" problems which are inherent to the nature of space-borne observations. In many cases, the algorithms for extracting primary physical parameters from these space observations can best be derived by coupling them with numerical models that provide accurate solutions to the "forward" problem. Iterating between the model solution of the forward problem and observations than yields estimates of the physical parameters of interest. For example, one generally measures the electromagnetic intensities or the spectral energies at different frequencies in the electromagnetic spectrum which are not the primary parameters but rather integral functions that depend on these parameters through kernel functions such as absorption and emission properties of the intervening environment of the earth's atmosphere or molecular clouds surrounding stars and galaxies. Extracting the primary variables such as temperatures and moisture involves imposing certain physical assumptions or constraints on the nature of the solution. Four-dimensional satellite data assimilation techniques for incorporating derived or inferred physical parameters directly into dynamic models has proven a powerful method for inferring physical parameters. However, as a result of the need to iterate between complex model integrations and algorithms designed to physically extract parameters, computing requirements have soared exponentially. While such techniques have shown marked success in producing highly accurate observational fields, the resources have sorely been lacking to implement them in day-to-day operational space data processing. In the following, several examples of inverse problems are discussed.

A. Solid Earth Modeling

A scientific understanding of the earth as a system must penetrate, as well as encompass, the "solid" earth. After all, long-term weather and climate patterns are the forces altering mountains and ocean basin shapes. The apocalyptic geologic time reversal of the magnetic field, which re-directs cosmic rays into earth's radiation belts, is related to the geodynamics of the outer core. What causes the earthquakes and volcanic eruptions, which kill more swiftly and surely than a greenhouse-induced global warming, is related to tectonic plate motions. Could a catastrophic volcanic eruption cause regional or global mass extinctions? Can astrophysicists resolve a debate about the internal structure of stars, nebulae, or the universe while geophysicists debate the structure of the earth upon which they stand? These are but some of the problems being addressed by solid earth modeling.

One particular challenge for scientific supercomputing posed by the solid earth sciences arises from the modern science of geomagnetism (founded by Gilbert in 1600) and consists in understanding the behavior of the very core of our planet. The "solid" earth actually consists of a solid inner core, a liquid outer core, a solid lower mantle, a partially molten asthenosphere, and lithospheric plates identified with the uppermost mantle and the brittle crust. The electrically conducting core produces the earth's magnetic field by a dynamo process and directly affects the earth through the exertion of torques, heat flux, and perhaps chemical reactions across the core-mantle interface. The dynamo process involves the interaction between the existing magnetic field and the fluid motion of the outer core—apparently thermochemical convections caused by the crystallization of the inner core from the outer core melt. The pattern of motions just below the core-mantle interface produces slow (or secular) variations of the geomagnetic field. These secular changes induced by the motions were measured by the Magnetic Field Satellite (Magsat) in 1980. However, these secular variables are better determined by including previous surface magnetic observations along with the Magsat data and, hopefully, through continuing satellite monitoring.

The 150-year-old problem of modeling the evolving, broad-scale geomagnetic field has now been generalized to include satellite data. However, deriving reliable error bounds on the resulting generalized Gauss coefficients apparently requires inverting data matrices of order $10^9$ to $10^{10}$. Such error bounds are needed to test rigorously hypotheses about the structure and dynamics of the earth. The inversion of such huge matrices provides a major challenge for scientific supercomputing.

In the interim, combinations of data acquired by satellite magnetic mapping, surface and aeromagnetic surveys, and surface magnetic observatories have been used to derive low-order spherical harmonic models of the geomagnetic field. These data have been averaged to produce definitive geomagnetic reference field (DGRF) models at 5-year intervals, covering the period 1945 to 1980. The models, which represent the evolving, broad-scale core fields rather than crustal magnetic anomalies, form eight sets of observations for which 120 Gauss coefficients are calculated from the fit of a spherical harmonic expansion of degree and order 10.

The Core Flow Model: Under assumptions appropriate for decade time changes and megameter length scales of interest for studies of the recent secular variations (source-free mantle/frozen-flux core), estimates of a steady fluid velocity at the top of the earth's core, which account for most of the geomagnetic secular variation, have been derived by Voorhies [1]-[3]. Assuming magnetic lines of force are frozen to the fluid core, motions of the fluid at the top of the core advect the two foot points of each magnetic field line threading the core-mantle boundary. The motion of the fluid, hence the field line foot points, induce continual rearrangement of the magnetic field lines outside the core. This causes the secular variations observed by the satellite and by the surface magnetic surveys.

In the source-free mantle approximation, spherical harmonic (DGRF) models of the geomagnetic field observed near the earth's surface, $B(a, t)$, where $a$ is the radius of the earth and $t$ represents a time-averaged epoch over 5 years, can be extrapolated through the mantle and used to map the broad-scale part of evolving radial magnetic flux density at the top of the core $B_b(b, t)$, $b$ being the core radius and $t$ the same time interval as before. In the frozen-flux core approximation, the time evolution of $B_b(b, t)$ is related to the radial magnetic flux density field and the fluid velocity through a simple magnetic induction equation[4]. This leads to an undetermined inverse problem for the fluid motion at the top of the core because there is but one equation for the three fluid velocity components (two components of the surficial fluid velocity and one for the surficial conver-

1The results presented in this section are based on work performed and material provided by C. V. Voorhies, Laboratory for Terrestrial Physics, NASA/Goddard Space Flight Center.
The hypothesis of piecewise steady flow is used to overdetermine the inverse problem by admitting evaluation of the radial induction equation at many different magnetic field epochs without increasing the number of unknowns [5].

A weighted, constrained, damped iterative least-squares method for solving this inverse problem was developed [6] and applied to the eight DGRF models. This computational strategy involves defining and minimizing an objective function composed of a weighted residual variance (which measures how poorly the evolving DGRF models have been fit by the steady induction motion of field line foot points), an optional constraint requiring the core flow to be geostrophic, and a damping of small-scale flow structure. Each time-dependent element of the derived normal equation matrix is an integral over the core mantle boundary evaluated numerically on a $2^2 \times 2^2$ grid. The result of each inversion is a "flow" estimate of the fluid velocity field at the top of the earth's core. Each flow predicts a magnetic field at the core-mantle boundary and a new set of elements for the normal equations. Thus the nonlinear inverse problem is solved iteratively. The nonlinear aspects of the problem appear initially mild, but increase dramatically within the duration of the interval over which the 35-year steady flow is presumed.

The weight matrices used were derived from the error covariance matrices for the 1945-1960 DGRF models provided by Langel et al. [7]. Error covariance and weight matrices were derived from the candidate models whose averages define the DGRFs at epochs 1965-1975. The 1980 (Magsat) model is taken as the initial epoch and considered perfect compared with the other DGRF models. Two kinds of weights are being explored. For the radial field weights, a scalar weight function was derived and each weight matrix element was determined from it by numerical integration. As expected, the weight function is heavy over areas of high data density (such as Europe) and light over regions of low data density (such as the southeastern Pacific Ocean and parts of the Indian Ocean). These weights allow an assessment of the information contained in the evolution of the broad-scale radial magnetic flux density at the earth's surface $B_r(a, t)$ called for by the DGRF models.

As a function of time, $\Delta B_r(a, t)$ in Table 1 shows the root mean square uncertainty of $B_r(a, t)$ averaged over the earth's surface. $\sigma B_r(a, t)$ gives the rms change in $B_r(a, t)$ relative to 1980 called for by the DGRF models, and the third column shows their ratios. The typical change in $B_r$ is about 55 nT/yr. The estimated uncertainty in the large-scale field is typically 51 nT for the 1965-1975 DGRF models, less for 1960, but more before then. The changes in the ratio $\Delta B_r/\sigma B_r$ reflect the competition between a longer time for secular change to accumulate and the deteriorating data coverage as one goes back in time.

Many calculations have been performed using the CYBER 205 in an attempt to find a steady fluid velocity field at the core surface which, starting at 1980, can be used to advect field line foot points back in time and reproduce the DGRF models to within their estimated uncertainties. Fig. 4 shows a composite map of a fluid velocity field (arrows) and the downwelling (color) at the top of the core that was derived using the source-free mantle/frozen-flux core method outlined above, as well as the DGRF models from 1980 to 1945. Color bar units are $10^{-3}$/yr, cool colors denote downwelling, warm colors indicate upwelling. A vector length of 10$^4$ corresponds to 31.6 km/yr. This single steady flow accounts for 99.5% of the weighted variance in the evolution of the radial field called for by the DGRF models. The residual errors of 7% (0.49% — ...) are considered significant at the 2.96 standard uncertainty estimate. Such errors are expected in the source-free mantle/frozen-flux core approximation. They might also be due to spectrally incomplete initial conditions or time-dependent flow. The significance of the

<table>
<thead>
<tr>
<th>$t_n$</th>
<th>$\Delta B_r(t)$</th>
<th>$\sigma B_r(t)$</th>
<th>$\sigma B_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>0.0</td>
<td>0.0</td>
<td>—</td>
</tr>
<tr>
<td>1975</td>
<td>58.30</td>
<td>12.91</td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>45.42</td>
<td>19.79</td>
<td></td>
</tr>
<tr>
<td>1965</td>
<td>127.01</td>
<td>25.67</td>
<td></td>
</tr>
<tr>
<td>1960</td>
<td>21.67</td>
<td>45.08</td>
<td></td>
</tr>
<tr>
<td>1955</td>
<td>160.89</td>
<td>65.87</td>
<td></td>
</tr>
<tr>
<td>1950</td>
<td>11.99</td>
<td>19.79</td>
<td></td>
</tr>
<tr>
<td>1945</td>
<td>11.99</td>
<td>7.91</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Core fluid motion from definitive geomagnetic field models. Red areas show downwelling, blue areas upwelling.
residual errors increases when the geostrophic flow constraint is imposed, indicating that steady and geostrophic flow hypotheses are incompatible.

The DRGF models and the geomagnetic data used to derive them provide an extremely powerful tool for probing the earth's deep interior. A weighted, constrained, damped iterative least-squares approach to estimating the steady fluid velocity field at the top of the earth's core can account for secular geomagnetic changes. The working hypothesis of steady flow appears reasonable for the simple source-free mantle frozen flux core approximation. To improve the uncertainty estimates accounting for secular changes will require a more sophisticated earth model (which is already available), more reliable error estimates, and longer data records. The former is being developed and coded on a CYBER 205, but will require inversions beyond the capability of existing supercomputers. The latter rests on NASA supporting a long-term space program of magnetic field measurements.

B. Earth Systems Modeling

Are the record-breaking heat waves experienced during the 1980s a signal of the arrival of the greenhouse effect caused by humans, as some scientists are saying? Will Antarctica's ozone hole continue to deepen annually? Is the dream of many modelers to someday predict interannual climate changes, such as the El Niño southern oscillation (ENSO), now being realized?

The recent recognition of the human ability to effect global changes in the environment requires that global processes be studied as a system, rather than through the traditionally distinct disciplines, so that interactions among land, ocean, and atmosphere can be better understood. To support these multidisciplinary studies, global observing systems are needed to provide the information necessary to investigate the interaction of earth processes through conceptual and numerical models.

A major limitation to answering these questions is our incomplete knowledge of the natural variability of the earth system on interannual and long-range time scales. Beginning in the mid 1990s, NASA, in collaboration with nations and scientists around the world, will put into space an observing system (EOS) to begin observing the global variability of many of these processes, which naturally occur on time scales of up to 10 years. In addition, an interdisciplinary research program is being initiated this year to assess the impact on climatic processes of external influences and those of humans.

Understanding such global phenomena involves both an analysis of the wealth of data that EOS and other observing systems will provide over the next decades, and the development of a theoretical framework around which to organize these observations. Because of the complexity of the earth system, detailed numerical models have become standard tools in this endeavor. In most of the earth sciences, numerical models are currently being used to analyze data and to develop and test theories.

To understand the large-scale long-term variability of the earth system requires studying many natural phenomena. We choose to illustrate here a few earth science problems that have recently been addressed by modeling.

1) How do the ocean and atmosphere interact to cause long-term variability, such as the El Niño southern oscillation phenomenon?

2) What causes the interannual variability in the distribution and the volume of sea ice and how does that variability affect the climate?

3) How do variations in ocean circulation and incident radiation affect biologically controlled levels of CO₂ and photochemical reactions at the ocean surface?

4) How do variations in soil moisture and vegetation affect atmospheric dynamics, regional climate, and chemical fluxes from the surface to the atmosphere?

The current state of earth science modeling and computer technology has reached a capability that appears to make possible a comprehensive approach to the study of the earth. The first attempts to explore interactions between the ocean and the atmosphere, between atmospheric dynamics and chemistry, between ocean biology and ocean circulation, and between vegetation and the hydrological cycle have met with reasonable success. In this section we briefly describe some illustrative models of uncoupled system components and examine their realism by comparing the simulations with observational data.

Ocean Circulation Model: Although there are various ocean models being used within the oceanographic research community, we describe the ocean model [8] that is a quasi-isopycnal (constant-density) coordinate model with many layers representing the surface mixed layer, the upper thermocline (a region that interacts directly with the mixed layer), the main thermocline, and the abyssal ocean. In addition to the vertical coordinate, which is arranged to minimize artificial cross-isopycnal mixing, the model has full nonlinear dynamics, very low horizontal diffusion, and Richardson number dependent vertical mixing [9]. To date, the model has been run most extensively in the fast reduced-gravity mode, in which horizontal pressure gradients in the abyssal ocean are assumed to vanish. The equations of the model are formulated in terms of stream functions and vorticity, making use of the barotropic assumption. However, we expect to reformulate the model to calculate the external gravity mode in the near future. For many of the problems to be addressed, particularly in the tropics and mid-latitudes on short (less than 100-year) time scales, the use of the reduced-gravity formulations provides adequate representation of the near-surface variability—particularly for sea surface temperature (SST) and surface height. In the polar regions, the connection with the abyssal ocean is of great importance, and the external mode currents have a significant impact on surface flow, stability, and therefore, ice edge effects, SST distributions, and surface height in these regions. The model is also being used for near-real-time simulation of the tropical Pacific, as influenced by the assimilation of satellite altimetry.

Fig. 5(a) shows an instantaneous realization of the SST fields on November 15 of the 25th year of a simulated integration with this model. The existence of short waves between 5°S and 5°N in the eastern Pacific in this model simulation compares favorably with those observed [10]. The model has identified their origin in barotropic instabilities occurring from the shear between the north equa-
Fig. 5. Sea surface temperatures. (a) Model simulated on November 15, year 25. (b) Simulated annual mean surface height. (c) Observed dynamic topography (Levitus).

torial countercurrent (NECC) and the north equatorial current.

Fig. 5(b) and (c) shows simulated and observed surface height climatology [11], based on a 25-year run, forced with monthly wind climatology. The equatorial tilt of the surface height and surface height variations associated with the NECC are well simulated, as is the general character of the subtropical gyres. Differences between simulation and observations are comparable to differences between simulations with different wind climatologies. Details of the Kuroshio current and the effects occurring near the meridional boundaries are influenced by the limited domain used in this simulation.

Fig. 6 shows the depth structure of the model fields
between 20°S and 20°N along 150°W as an annual mean. For comparison, data from the Hawaii-Tahiti shuttle experiment are shown [12].

Fig. 7 shows the sea level at Fanning Island (4°N, 159°W) as simulated over the last 5 years of the model run (thin solid lines) in comparison with the climatological data from the tide gage, shown with the dashed line [13].

**Atmospheric Circulation Model:** The atmospheric general circulation model was recently developed at Goddard’s Laboratory for Atmospheres for long-term climate studies. It is an N-level primitive equation model on a standard sigma (pressure-like) coordinate. Its prognostic variables are the two horizontal wind components, the potential temperature, the water-vapor mixing ratio, and the ozone mixing ratio.

The vertical discretization follows closely that proposed by Arakawa and Suarez [14]. It conserves total energy, potential temperature, and angular momentum. The horizontal discretization is based on finite differences on latitude-longitude coordinates, using a staggered C grid. The momentum advection scheme is enstrophy (that is, generalized vorticity) conserving, and the advection scheme for all scalars conserves the quantities and their squares. The latter are being modified for ozone and other trace quantities to be included in the future. An explicit leap-frog scheme is used for the time finite differencing. Linear stability is maintained at high latitudes by applying a selective
Zonal smoothing to the pressure gradient and the mass fluxes near the pole. In addition a weak eighth-order Shapiro filter is applied to the temperature and wind fields to avoid nonlinear computational instability.

The model includes a full complement of physical parameterizations. The infrared and solar radiation parameterizations follow closely those described by Harshvardhan et al. [15]. In the long wave, water vapor absorption is parameterized [16], as are the 15-μm band of CO₂ [17] and ozone absorption [18] with modifications [19]. The short wave follows the Davies parameters, as described by Harshvardhan et al. [15].

The moist convection parameterization was developed recently and is not yet published. It is based on the well-known Arakawa and Schubert [20] parameterization, but solves an adjustment problem by considering simultaneous interaction among all possible cloud types. The new parameterization considers only one cloud at a time, and rather than adjusting fully every hour or two, it does a series of partial adjustments, tending to relax the state to equilibrium, and is several times faster than the earlier Arakawa–Schubert parameterization.

The model uses various spatial resolutions, as shown in Fig. 8, depicting the winter and summer precipitation.
obtained from the $4^\circ \times 5^\circ$ version with eight levels. This version simulates a day in 25 seconds of CYBER 285 time; with a diurnal cycle the same calculation takes 35 seconds. Fig. 9 compares observed annual mean wind stresses as estimated by Hellerman with those simulated using the Goddard atmospheric circulation model.

Sea-Ice Model: A dynamic-thermodynamic model of sea-ice distribution, thickness, and concentration based on a dynamic-thermodynamic model [21], with a revised formulation of ice dynamics incorporating nonlinear ice rheology [22], has been used to simulate the seasonal cycle of sea ice in both polar regions at a horizontal resolution of approximately 200 km with an 8-hour time step. Ice thermodynamics are calculated through energy balances at the interfaces between air, snow, ice, and water, with the following energy fluxes included: incident and reflected solar radiation, incoming and outgoing long-wave radiation, sensible and latent heats, conduction through the ice and snow, an ocean heat flux, and the fluxes from the melting of the ice and the freezing of the water. Ice dynamics are calculated through a momentum equation balancing air stress, water stress, dynamic topography, and Coriolis force, with a subsequent adjustment for internal ice resistance. The model has been used in several applications, specifically in simulating the effect on the ice cover of anticipated atmospheric warming and in simulating the impact of winds on a larger open-water region in the midst of the Antarctic sea ice.
The nonlinear ice rheology [23] allows internal ice resistance to be included directly as a term in the momentum equation. The constitutive law of sea ice is constructed on the basis of the Reiner-Rivlin theory and determines isotropic stress based on ice concentration and thickness, and shear viscosity based on ice concentration, thickness, and strain rate. Moreover, the isotropic stress exists only when the ice is converging.

In recent work simulating coupled ice-ocean processes, Hakkinen and Cavalieri [22], [23] demonstrated the importance of ice-induced mixing. In the presence of cooling, mixing is enhanced and may lead to deep convection. Fig. 10 displays results from this model, showing the evolution of the ice concentration, mixed-layer warming, and mixed-layer salinity.

**Land Surface Processes Model:** A simple biosphere (SiB) model is based on attempts to model the vegetation’s active control over the surface heat and moisture budget [24]. The land surface is represented as a vegetation canopy over two soil layers—the upper soil layer and the encompassing root zone. The model has only four prognostic variables, the ground temperature (assumed equal to the canopy temperature), the water contents of the two soil layers, and the water content of the canopy interception reservoir.

The parameterization of evaporation is based on the Penman–Montieth formulation. The resistance network formulation is much simpler than that of SiB. The vegetation and aerodynamic resistances are assumed to act in series, with the canopy idealized as a single leaf. Canopy resistances are computed as functions of the soil moisture con-
Evolution of (a) ice concentration, (b) mixed warming, and (c) mixed-layer salinization. Units are °C.

Fig. 10. Evolution of (a) ice concentration, (b) mixed warming, and (c) mixed-layer salinization. Units are °C.

tent, the solar radiation flux, the water vapor deficit in the surrounding air, and the atmospheric temperature.

A statistically determined fraction of the precipitable water falling on the canopy is assigned to remain on the vegetation leaves rather than be absorbed by the soil. Evaporation from this canopy interception reservoir is computed assuming no canopy resistance. The atmosphere will always exhaust this reservoir before drawing moisture through the plants.

The first version of the model allows only one vegetation type per grid square. We assume that neighboring types act independently on short time scales (minutes) and interact with one another at longer times through the modification of the grid scale quantities.

In Fig. 11 precipitation results averaged over four simulation experiments for the month of July for the years 1979, 1980, 1981, and 1982 [Fig. 11(a)] are compared with observed precipitation estimates from satellite data [Fig. 11(b)]. Fig. 12 shows the precipitation differences with and without a prognostic biosphere. The areas of red indicate that the biosphere model has reduced the precipitation in most regions where the NO biosphere simulation exceeds the observations. With the biosphere, global rainfall goes down by 0.35 mm/day and over most land regions of the northern hemisphere (Eurasia, Africa, and the Americas), in much better agreement with the observations shown in Fig. 11(b).

This type of integration with the general circulation model (GCM) is only possible with modern high-speed and large-memory computers. To do an even better job, we need machines with larger memory and greater speed so that we can run global experiments with 10 times more resolution (10 km instead of 400 km), which implies bigger and faster supercomputers. This will provide the kind of rainfall structure that we see in observations.
Fig. 11. Modeled precipitation results averaged over four simulation experiments for July 1979, 1980, 1981, and 1982 (a) are compared with observed precipitation estimates from satellite data (b). Improvements over the corresponding simulations without the biosphere can be seen. Global rainfall goes down by 0.55 mm/day and over most land regions of the northern hemisphere (Eurasia, Africa, and the Americas). The rainfall is reduced very significantly because the biosphere changes the Bowen ratio.
C. Parallel Processing Applications to Earth Remote Sensing

Satellite observing systems are capable today of spectrally imaging the earth’s surface and atmosphere at data rates far exceeding our ability to process or extract their full information content in any practical manner. This has resulted in limited duty-cycle space use of instruments having high data rates and, very often, archiving vast amounts of unprocessed data for possible future access. With advances in charge-coupled device (CCD) technology, more of the passive sensors with lower data rates are evolving into imaging sensors. As we move into the permanently manned space station era, an earth observing system is planned to provide continuous images with such instruments that will monitor the long-term changes in the earth’s biophysical and chemical cycles. Along with developments in passive sensing, massive image data sets are also being produced by space-borne active sensors that use very large real or synthetic apertures. Magellan, to be launched in 1989, will attempt to image the surface of Venus with an active radar system that can penetrate the dense permanent cloud cover of that planet. The Soviet Mariner mission plans to place a satellite around Phobos, the outer moon of Mars, to produce a three-dimensional map of its entire surface. A solar oscillating imager built by NASA to fly on the European Space Agency SOHO mission plans to image continuously the surface of the sun in order to infer the deep interior thermal structure of the sun. The impact of these observing systems could lead to a revolution in our understanding of the earth and space systems, but to achieve that goal, radically new technologies based on parallel computing architectures and algorithms will have to be developed.

Recognizing the enormous image processing requirements for the earth-science sensors and similar imaging requirements emerging in the planetary solar-terrestrial and astrophysical sciences, NASA embarked on a pilot project to build a massively parallel processor that can begin addressing these problems [25]-[27]. The massively parallel processor (MPP), delivered in 1983 by the Goodyear Aerospace Corporation and made available for research to the general NASA science community, has led to some interesting supercomputing applications. Two examrines from this research are presented.

Topographic Modeling from Space: In this section, we present results of a fully automated stereo matching algorithm developed for the MPP to determine terrain elevation data from space-borne synthetic aperture radar (SAR) imagery data.

The algorithm, which is based on a low-level vision technique [28], [29], was applied to a pair of overlapping synthetic aperture radar images acquired during the October 1984 Space Shuttle Challenger flight. The images were taken over a plateau region of Bangladesh at incidence angles of 25° and 42°, respectively. As a result of the viewing geometry, a linear scale change in the slant range (stereopsis) direction is first applied to the second test image to produce the same pixel resolution as the first reference image. For each pixel in the reference image, a rectangular neighborhood surrounding it is correlated with a set of neighborhoods corresponding to each point in a search area in the test image. The disparity (that is, the amount of translation on a pixel-by-pixel basis needed to register the images) is then determined by associating in the stereopsis direction the location of the corresponding center pixel of the neighborhood within the search area with the maximum correlation value. Badly matching regions of the dis-
parity function show up as adjacent pixels with jumps greater than 1 and are filled in by an interpolation procedure based on an analog of a diffusion process applied to the region. The disparity function is then used as a geometric correction function to warp the test image so that it more closely matches the reference image. The algorithm is iterated for the entire image, with successively smaller neighborhoods. Fig. 13 shows the reference and test images overlayed after the initial linear warping and edge alignment. The two images are displayed with red and green, respectively, as maximum brightness values. One readily observes a broad plateau region with a surrounding river valley on the right. Fig. 13b) shows the results of the matching algorithm after two iterations, starting with rectangular neighborhoods of 25 by 25 pixels and 13 by 13 pixels, respectively. The coincidence of the red and green in contrast with Fig. 13a) indicates the agreement of the match. Disparity is linearly proportional to elevation, with dark areas corresponding to low elevations. By a three-dimensional graphics-rendering capability developed for the MPP [30]. Fig. 14 displays a three-dimensional view of this region illuminated from a source approximately at the location of the shuttle at 42° from vertical. Overlaid on the disparity functions are the observed brightness values. An examination of a cartographic contour map of the same region available at NASA shows very good feature agreements between plateau, river valleys, and height gradients for the entire region. This one imaging calculation required more than $10^{11}$ operations, in a little less than a minute, which could not have been computed in less than a week of dedicated, around-the-clock VAX 11/780 CPU time. More importantly, if one is to attempt to map the surface of a moon such as Phobos, thousands of such images will need to be stereo mapped. These results establish the viability of generating reasonably accurate automated estimates of terrain height from space.

Motion Modeling from Time-Varying Imagery: Unlike elevation mapping by stereo matching, where surface features are stationary in time and all disparities in multi-incident viewing image pairs are attributed to variations in elevation, detection of motion is a related problem that assumes “identical viewing geometries” in pairs of images and attributes local differences to motion within the scene. In this study, we report on algorithms for the detection of ice motion developed for the MPP [31] and some preliminary results achieved thus far for two-dimensional ice motion detection.

The study is conducted with data acquired in 1978 from nearly identical viewing angles of the synthetic aperture radar sensor flown on Seasat. We assume that a 3-day interval as used in this study is sufficiently small that the dynamics of motion will not cause distortion of the ice surface to the extent that an area in one image will not be recognizable in the other.

A major difference to be considered in extending the ideas of the automated stereo matching algorithm is the need to account for rotation and the fact that large changes are possible between image pairs. Because of the latter condition, we first apply a global cross correlation between reference image and test image. This is performed efficiently by assuming periodicity in both horizontal and vertical directions and performing a two-dimensional fast Fourier transformation. Because translations of large coherent regions produce local maxima, or peaks, in the global cross correlation, the locations of these peaks can be used to define an approximate translation vector between the corresponding pixel of a given peak and the center pixel of the global correlation. After translating the test images by an
Fig. 14. Three-dimensional perspective rendering with stereo disparity function as height surface illuminated from a light source at an angle 42° from vertical.

amount corresponding to a given local maximum, the local correlation technique of the type used for stereo matching is then used to identify the corresponding regions of points in the test image which match those in the reference image. A threshold value is used to identify those points in this region, which will be stored in a two-dimensional array representing the global displacement field. In accounting for the rotation of large regions, we apply a sequence of small finite rotations to all points of the test image. We can fill the boundary elements of the test image if the original test image contains pixels outside the 512 × 512 region; otherwise we fill in by zeros. The process is then repeated for the rotated test image, thereby building up the displacement functions. At the end of a complete rotation sequence, gaps in the displacement array are filled in, as in the case of stereo matching, by a finite-difference diffusion approximation. This algorithm is much more computer intensive than stereo matching. At the time of this writing, only the global correlation and a single translation have been completed. The investigators are in the process of assessing the size of regions that can be detected with the global correlation functions. Fig. 15 shows two nearly identical views of Banks Island, located northeast of Alaska, taken by Seasat with a 3-day interval. The local horizontal and vertical correlation values are calculated after performing a global cross correlation and translating the test image by an amount given by the correlation peak. In Fig. 16(a) and (b) the large solid dark regions represent small values of horizontal and vertical displacements as one expects after the test image has been translated. Fig. 16(c) shows the maximum local correlation value at each pixel, indicating a good match in the areas with a low amount of translation. The pixels in this region contributed to the local maximum in the global correlation function.

In addition to sea-ice mapping, the scheme has recently been applied successfully to the determination of an optical flow field for the giant red spot on Jupiter, working as expected thus far, and it holds extreme promise of being reasonably successful for other automatic motion detection applications.

D. Chemically Perturbed Atmospheric Modeling

It is well known that the activities of humans are leading to important changes in the composition of the earth's atmosphere. For instance, increasing amounts of carbon dioxide contribute to the greenhouse effect and are expected to lead to tropospheric warming and stratospheric cooling. In the stratosphere increasing amounts of

*The results presented in this section are based on work performed and material provided by L. Kaye and R. Rood, Laboratory for Atmospheres, NASA/Goddard Space Flight Center.
man-made chlorine-containing substances are expected to lead to large decreases in ozone. Chlorine compounds have been definitely implicated in the Antarctic ozone hole, and may also be responsible for part of the ozone decrease over the northern hemisphere in the last decade.

*Three-Dimensional Stratospheric Models*: Comprehensive computer models that represent meteorology, chemistry, and radiation, and the interactions between them, are necessary to assess changes in atmospheric composition. Such three-dimensional models start with the fluid dynamic equations for the atmosphere, but also explicitly include relevant chemical and photolytic reactions as part of the radiative processes. In addition, the model includes the continuity equations for the chemical production and loss of all relevant species. For a complete representation of atmospheric chemistry, more than 25 elements are needed. More than 60 reactions and photolysis rates are needed.

The equations are coupled nonlinearly because the production and loss rates depend on the values of the other constituents. This coupling is further complicated by the range in chemical lifetimes of the constituents. Lifetimes range from several years for nitrous oxide to a few days for hydrogen chloride to less than a second for reactive intermediates such as electronically excited oxygen atoms. Special numerical techniques must be used to simultaneously solve these equations with widely varying time constants. The addition of chemistry to an atmospheric general circulation model increases computer time usage by an order of magnitude and memory requirements by a factor of 5. Given that the operation of a middle atmosphere general circulation model requires the resources of a present-day supercomputer (CYBER 205), the addition of chemistry to the model is obviously limited by current technology.

Typically, either drastically reduced constituent sets must be used, or the spatial resolution of the model must be degraded seriously. Indeed, all the assessment calculations run to date to predict the response of the atmosphere to changing amounts of chlorine and other trace gases have been run with two-dimensional models that do not even attempt to account for longitudinal effects.

The current three-dimensional chemistry-transport model under development at NASA/GSFC has both seriously reduced spatial resolution (approximately 8° latitude by 10° longitude by 3.8 km vertical) and a limited chemical constituent set (12 constituents). Even with these restrictions, the three-dimensional models have been used in simulations on the time scale of weeks only.

Spatially, one would like a model to have a resolution on the order of 2° in both latitude and longitude and 2 km in the vertical direction from the ground to 70 km. This corresponds to a grid of $180 \times 90 \times 35$, or in excess of 500,000 grid points for each constituent. There are theoretical and numerical experiments suggesting that twice this resolution may be necessary. Chemical reaction rates must be calculated or approximated for each grid point and time step. Sophisticated numerical techniques are also required to ensure that the algorithm used to solve the continuity equations does not produce negative constituent amounts. Time steps can be a few hours at the most, but 15–30-min time steps are more appropriate if diurnal effects are considered.

Many of the fluid dynamical aspects of the model can be vectorized to take advantage of current computer architectures. However, chemical and radiative processes are not as conducive to vectorization. The photolysis rates are particularly difficult to calculate, as they require knowledge of the local ultraviolet radiation field, which in turn depends on the atmospheric composition above any grid point. This is a difficult process to vectorize, but it is ideally suited to parallel processing. In summary, efficient, accurate modeling of global atmospheric chemistry is dependent on increased computer capabilities and the development of fast parallel processing machines.

The three-dimensional chemistry-transport model under
development at the Laboratory for Atmospheres, NASA/ GSFC, has the potential to lead to dramatic increases in our understanding of these issues [32]-[34]. Using wind fields generated as part of an international global weather experiment held in 1979, the simultaneous effects of chemistry and transport will be studied for most important stratospheric trace constituents, including those containing oxygen, hydrogen, nitrogen, and chlorine. Early efforts in this direction have focused on the time period in which the Limb Infrared Monitor System (LIMS) instrument on Nimbus 7 was operating so that model calculations can be compared with satellite data.

A simulation study for the month of February 1979 was conducted with this model. Results indicate that the structure of the computed constituent fields qualitatively agrees with LIMS observations. The temporal variance, caused largely by transport, is represented accurately. The good agreement between model computations and global observations leads to the conclusion that the model properly simulates the variability of unobserved (or less frequently observed) species.

Some of the longitudinal variability calculated may be seen in Fig. 17, in which contours showing the O$_3$ distribution at 18 mbar (top) and the HNO$_3$ distribution at 18 mbar (bottom) are plotted in a color scheme in which yellow is high, blue is low, and red is in between. Both O$_3$ and HNO$_3$ are long-lived constituents at these pressure levels, especially at middle and high northern latitudes, so that dynamic processes should be reflected in their distributions. The high correlation between O$_3$ and HNO$_3$ in the northern hemisphere demonstrates that both are good tracers of stratospheric motion at these locations. The transport of high-O$_3$ and low-HNO$_3$ air northward at the west of the region near 180°E and 60°N and back southward east of it is clearly visible. There is little longitudinal variation in the southern hemisphere, in which it is summer and the stratospheric waves are small.

Results for species for which there are only very limited
satellite-based observations are shown in Fig. 18, with chlorine nitrate (CINO$_3$) and dinitrogen pentoxide (N$_2$O$_5$) being in the top and bottom panels, respectively. The distributions are shown for the 18-mbar pressure level where, except at high latitudes (polar night and polar day), both species undergo important diurnal variation. (They maximize at night and minimize during the day due to solar ultraviolet photolysis.) The distributions are thus expected to reflect both diurnal photochemical and dynamic variations, and both may indeed be seen. In the CINO$_3$ field, the diurnal variation is seen most clearly in the high (red) values near 180$^\circ$E and 60$^\circ$S, while the dynamic variation is

Fig. 17. Simulated ozone and HNO$_3$ distributions at 18 mbar on February 19, 1979.

Fig. 18. Simulated CINO$_3$ and N$_2$O$_5$ distributions at 18 mbar on February 19, 1979.
seen by the crescent-shaped region of high (yellow) \text{CION}O_{2} air around the region of lower values. For \text{N}_{2}O_{3}, high values associated with the diurnal photochemical variation are seen centered near 240°E over all but the most northern latitudes, while dynamic variations are seen at high northern latitudes by the two regions of enhanced values centered near 60°E and 270°E.

E. Solar Modeling of Flares and Coronal Heating

Solar flares are enormous violent explosions of superhot gases covering billions of square miles on the surface of the sun, raising temperatures millions of degrees in seconds, dramatically increasing X-ray emissions and spewing billions of tons of solar matter deep into space. Lasting only minutes, the effects of flares can be seen and felt for hours, and their impact on the earth and its environment can be observed for days. Current knowledge of solar flares is limited because flare processes cannot be duplicated in the laboratory. Launched in 1978, the Solar Maximum Mission (SMM) satellite carried six instruments into space, enabling scientists for the first time to monitor solar flares (Fig. 19) occurring simultaneously in different wavelength regimes.

What triggers these explosive outbursts? What processes deep in the sun are responsible for releasing such tremendous energies? Can solar flare activity be predicted using observational data? To date, little success has been achieved through modeling. Recently, however, with the advent of supercomputers, models have exhibited some degree of success in simulating the solar flare phenomenon.

Hybrid Codes for Flare Modeling: It is well established that currents flow along closed magnetic field lines, which link one point in the photosphere to another by first flowing up into the corona and back down again, that is, a closed loop. Alternately, these \text{f}_{j} “field-aligned currents” may flow along open magnetic field lines from a point in the photosphere out to “infinity.” It is these field-aligned currents that are widely believed to be the source of free energy for solar flares and possibly the cause of coronal heating. Theory shows that there are three mechanisms that can extract the free energy stored in field-aligned currents. They are double layers, field-aligned anomalous resistivity, and \text{f}_{j} driven reconnection [35]-[42].

Field-aligned electrodynamic coupling is a relatively new concept in solar physics [38]. An example that illustrates the definition is that of an erupting filament. When a filament erupts, it can interact with neighboring magnetic structures and, in so doing, perturbs the magnetic configuration. This perturbation can cause a variety of things to happen within the configuration. Alfvén waves, in the form of field-aligned currents that are cospatial and antiparallel, could be launched and nonthermal particles could be accelerated.

Both of these effects are electrodynamic in nature because one involves field-aligned currents and the other involves the transport of charge particles. Both effects will propagate away from and toward the lower atmosphere, and during their transit, they both can modify the local plasma by changing the transport coefficients, which in turn can lead to local electric fields capable of accelerating particles. Those Alfvén waves and nonthermal particles that reach the lower atmosphere and reflect (or mirror) there will move back toward the original disturbance, but while making the trip can again modify the local conditions in a highly coupled and complex manner. To treat such a complex sequence of events analytically is impossible and is even difficult numerically. However, it must be done if theory is ever to properly support experimental research.

This coupling can only be modeled successfully if proper account is taken of the kinetic behavior of the different particle species in the plasma. This requires the use of particle codes, that is, codes that follow the individual trajectories of a representative sample of particles in the plasma.

A hybrid model was developed which does just that. The ion dynamics in the hybrid code are treated using a particle-in-cell technique [43, 44]. The ion distribution is advanced
in time under the influence of a self-consistent Lorentz force plus gravity using a simple leap-frog technique for advancing the particles’ position, magnetic-field-aligned momentum, and pitch angle. The relevant single-particle equations are obtained by making the approximation that the ion Larmor orbit is gyrotronic about the magnetic field line and the ambient magnetic field does not change appreciably across an ion gyro radius or during an ion gyro period. The resulting relativistic particle equations are called the guiding center equations [45]. The effect of collisional scattering on the ions is achieved through the application of a Monte Carlo scattering algorithm. This is based on the drag (or dynamic friction) and velocity diffusion coefficients [46], [47] for a charged test particle traveling through an ionized Maxwellian plasma. Because the electron plasma frequency is so high, the electron component of the plasma cannot yet be modeled using the same particle-in-cell technique without the use of prohibitively small integration time steps. Instead, it is described as a fluid that is coupled to the ion particles.

As a test case, an idealized loop was set up with uniform electron temperature at one million Kelvins in hydrostatic equilibrium. A total of 100 000 particles were used to represent the ion component. These were loaded with a velocity distribution with the same temperature as the electrons, except near the loop top, where 10% of the ion mass was loaded with a temperature of 100 million kelvins. The hybrid model gyro-averaged kinetic equations plus Monte Carlo scattering for ion particles and Navier–Stokes equation for electrons is integrated for about 35 seconds. Fig. 20 shows the velocity distribution of a random sample of 2000 particles from the hotter ion component near the top as a function of their position for $t = 0, 1.3,$ and 2.7 seconds. Results show the expansion of the hottest component from the loop top with the faster particles at the leading edge of the expansion. This calculation took about 5 min on a CRAY-2—about 100 times slower than real time for this number of particles.

These hybrid codes should have a significant impact on the theories of solar flares, coronal heating, solar wind, and the electrodynatmic coupling of the photosphere to the corona since they allow computation of the spatial and temporal evolution of either the ions or the electrons and ions within a flux tube, be it closed like a loop or open like a coronal streamer.

F. Formation of Stars

Star formation begins from a dense clump of gas embedded in a molecular cloud. When the gravitational potential of this clump or core becomes sufficiently large, the surrounding molecular gas begins to fall toward the center, slowly increasing the mass of the core. This accretion process continues until the protostar and the resulting accretion system begins to drive an outflow of mass that eventually stops the accretion process and disperses the surrounding gas and accretion disk material. Thus, the observed period of mass outflow represents the transitional phase of evolution between a purely accreting growing) protostar and a "naked" pre-main-sequence (newborn) star (Fig. 21).

This phase of mass outflow plays an important role in the evolution of a protostar, providing a means of turning off the mass accretion and, hence, determining the final mass of the star. In addition, these outflows have a significant effect on the parent molecular cloud, possibly influencing future star formation within the cloud.

About 3 to 4 years ago, optically observed jets, in contrast to jets detected from radio wave emissions, were discovered in regions of active star formation often associated with Herbig–Haro objects (that is, dark condensation in bright emission line regions). These optical jets emanating from young, low-mass stars, along with molecular outflows, Herbig–Haro objects, and strong stellar winds, are manifestations of this phase of very energetic mass ejection that occurs during the formation of most, if not all, stars. Detailed models and observations are providing us with clues to the formation and evolution of these highly collimated jets and their relationship with other signs of mass outflow. As an example, recent numerical work is presented below, showing that the enigmatic Herbig–Haro objects are simply the optical manifestations of the working surface of radiatively cooling jets, in much the same way that optical filament in supernova remnants are signatures of the blast wave from an earlier supernova.

Stellar Jet Modeling: The occurrence of jet streams, narrow elongated features, embedded in dynamic or magnetohydrodynamic systems, is one of the more remarkable processes discovered in recent years. In atmospheric science, jet streams are thought to be responsible for governing the midlatitude weather circulations. In the oceans, jet currents like the Gulf Stream are responsible for transporting heat from equatorial regions poleward that are thought to account for the moderate high-latitude European climates. In astrophysics, extragalactic radio jets, observed using the very-large-array radio telescopes, and their occurrence have been associated with active galactic nuclei. More recently, optical jets from molecular clouds have been observed with high-resolution CCD images and, as conjectured above, are thought to be responsible for controlling and determining the final mass of the star. The universality of the dynamic mechanisms governing these vastly differing astrophysical processes as basic manifestations of the same phenomena has been described beautifully by Koenigl [48].

Optical jets were first discovered in regions of active star formation only about 3 or 4 years ago and are often associated with Herbig–Haro objects. Some facts associated with these stellar jets are 1) they are detected in high-resolution optical CCD images and by radio continuum measurements; 2) outflows are typically collimated within $<10^{13}$ cm from the origin to an opening angle of $3-10^{\circ}$; and 3) their velocities are on the order of 100–400 km/s.

Among the most recent examples of Herbig–Haro (HH) objects are HH1 and HH2 in the Orion molecular cloud and the HH34 object [49]. Fig. 22 is a montage of two CCD images covering the HH34 region. Here two bow shocks can be seen, one north of the source, labeled HH34N, and one south, HH34S. Several models have tried to account for some of the prominent working surface characteristics (that is, distinct knots of emission with different radial velocities) and failed. In this section, we report on a successful detailed numerical simulation of radiative jets [50] that links the "knotty" emission of Herbig–Haro objects with the heads of stellar jets.

* This section presents results obtained by J. Blondin, Laboratory for High Energy Astrophysics, NASA/Goddard Space Flight Center.
Fig. 20. Plots of parallel (magnetic field aligned) and perpendicular components of ion velocities in a flaring coronal loop simulation, calculated using a hybrid code (particle ions per fluid electrons). Hybrid code, phase space. These ions are streaming out of a rapidly heated section at the top of the loop. The hybrid code allows us to model kinetic effects such as magnetic mirroring of the ions in a converging flow tube. Typical simulations can follow the trajectories of a million or more ions. (a) $t = 0$. (b) $t = 1.8$ seconds. (c) $t = 2.7$ seconds.

A two-dimensional gas-dynamics code developed by Blondin et al. [50] and based on the piecewise parabolic method [51] was used to study in detail the structure and evolution of radiatively cooling jets. The energy loss rate was treated as a local function of density and temperature only. This restriction is necessary to keep the computational requirements within the available computer resources. By not following the ionization state of the gas or the transfer of ionizing radiation, the cooling function in some parts of the postshock region may be underestimated by as much as an order of magnitude [52]. To approximate the nonequilibrium ionization, a cooling function is calculated for a gas cooling from $10^6$ K [53]. Using a cylindrically symmetric grid with a perfectly collimated beam injected along the axis of symmetry, the simulation employed a resolution of 30 zones per jet radius. The example presented here corresponds to a jet that is injected with a Mach number of 20, a velocity of 250 km/s, a density $n_j = 20$ cm$^{-3}$, a density ratio $\eta = 1$, and a radius $r_j = 2 \times 10^{16}$ cm. For these parameters we find that $t_{cool} = 110$ yr and $t_{dyn} = r_j/v_j = 25$ yr. These values may be representative of the jet head in HH34S [49], but the results should also be valid...
for other source parameters provided that they are scaled in such a way as to keep $X$ approximately constant.

Fig. 23 shows the density distribution and shock structure at the "working surface" of this jet after it has propagated for approximately 7 cooling times. A dense shell of cold gas has formed and becomes progressively more massive as the jet continues to advance. The evolution of the "working surface" region shows the rapid deformation and fragmentation of the shell. Although the evolution of a cooling jet is determined by a complex interaction of vortex shedding, internal beam shocks, thermal instabilities, and the dynamic instability of the shell, we highlighted a few key factors in this example that contribute to jet behavior.

In comparing Fig. 23 with the observed images of Herbig-Haro objects, it is important to bear in mind that a real outflow is, in general, neither homogeneous nor perfectly axisymmetric, and that the tendency to form distinct clumps would be enhanced in a fully three-dimensional flow. Fig. 23 thus strongly suggests the possibility that the knotty and variable emission pattern in objects like HH1 and HH2 is a consequence of the dynamic instability in the dense shells at the heads of the corresponding jets.

The simulations indicate that the standoff distances of the "working surface" shocks from the intervening dense shell change with time. This may be at least partly related to the fact that radiative shocks with velocities $v_\gamma > 150$ km/s are subject to overstable oscillations [52]. Even though the shock velocities in our example ($< 125$ km/s) are below this threshold, the shocks are still unlikely to be found in a steady state.

The general properties of Herbig-Haro objects like HH34 that appear to be associated with the heads of stellar jets can be reasonably well reproduced by our nonadiabatic jet model. This model predicts that a dense shell should form between the jet shock and the bow shock after the column density of the radiatively cooling gas becomes sufficiently large, regardless of which of these two shocks is more strongly radiative (that is, regardless of whether the density ratio $\gamma$ is greater or smaller than 1). The shell is highly unstable (irrespective of the ambient density distribution), exhibiting large structural variation on time scales as short as $t_{\text{shock}}$, and is expected to eventually fragment into separate clumps. These clumps, which occasionally acquire a significant transverse velocity component, may be identified with the distinct emission knots observed in Herbig-Haro objects of this type. Nonsteady behavior in the jet "working surface" may also be associated with overstable oscillations of the radiative shocks as well as with the formation of isolated condensations by local thermal instability. In addition, any dense clouds that have been entrained in the flow and carried to the jet's head would undergo ballistic deceleration after crossing the jet shock and may be perceived as separate "interstellar bullets."

A comparison of models with observations of stellar jets will help constrain estimates of the mass and momentum flux in the jet as well as the density and pressure in the surrounding gas. This information can then be used to better understand the mass and energy budget of the accreting protostar that is driving the jet. Future studies, both theoretical and observational, will focus on the question of jet formation, which occurs very close to the accreting star. These stellar jets have been detected with high-resolution optical CCD images and by radio continuum measure-
ments. Outflows are typically collimated within 10^5 cm from the origin to an angle of 3-10° and have velocities on the order of 100-400 km/s and scales similar to the size of the accretion disk. By understanding the formation and collimation of these jets, we may learn more about the geometry of the accreting protostar and disk and about the trigger that begins the mass outflow phase and ends the mass accretion phase. A complete understanding of jet formation and evolution is thus intimately tied to the dynamics and evolution of star formation.

G. Imaging the Cosmic Background Radiation

Sometime around July 1989 NASA will launch the Cosmic Background Explorer Satellite (COBE) in an attempt to detect the radiation emitted from the first objects or structures to form after the Big Bang. In addition, COBE will determine whether possible distortions or small anisotropies in the 2.7 K cosmic microwave background exist and will permit the study of other sources of diffuse background radiation at wavelengths from 1 pm to 1 cm. Other sources could include interplanetary and interstellar dust, hot electrons in the galaxy, faint stars in the galaxy, and possibly infrared galaxies and hot gas in galaxy clusters. In order to map these primordial and local sources, COBE will scan the sky repeatedly with its three instruments, building up signal-to-noise ratios until the data are only limited by the astrophysical environment. COBE's three instruments are the diffuse infrared background experiment (DIRBE) covering 1–300 μm with a 10° beamwidth; the far infrared absolute spectrophotometer (FIRAS) covering 100 μm to 1 cm with an absolutely calibrated polarizing Michelson interferometer with a 5% spectral resolution and 7° beamwidth; and the differential microwave radiometer (DMR) covering 31.4, 53, and 90 GHz with 7° angular resolution. All three instruments depend on spectacular advances in the sensitivity and instrument accuracy and are expected to lead to the discovery of new phenomena in the early universe. The technology to analyze these data relies on intensive interactive computer analysis systems eventually requiring specialized supercomputing systems. A short background description of the astrophysical data analysis system developed for these studies is described below.

Astrophysical Interactive Computer Analysis: Since the invention of the telescope, the classic problem in optical astronomy has been removing the effects of the terrestrial atmosphere from astronomical data. During this century, optical astronomers have learned to carefully correct for atmospheric absorption and estimate the effects of clouds. In the process, they have discovered interstellar reddening, interstellar clouds of dust and gas, wavelength variations of extinction (reddening), variations in interstellar dust parameters as a function of position in the sky, interstellar polarization, magnetic fields, and so forth. Even when observing from space platforms, many of these effects must still be carefully accounted for, depending on the observations being conducted. Astronomy today uses two-dimensional format detectors across the entire electromagnetic spectrum from gamma rays to radio wavelengths. To extract the full significance of any two-dimensional map of the sky in a particular wavelength, extensive interpretive studies with computer-intensive image processing techniques are required. Today astrophysical science is working at the very limits of measurements—attempting to extract very weak signals from noise in the presence of much stronger signals emanating from sources not under investigation. For example, depending on the weak source to be studied, confusing sources could be the earth's atmosphere, the interplanetary medium, the interstellar medium, the galactic signature, or even the intergalactic medium. Hence astronomical observations from space will require unwanted astronomical signatures to be removed from the data. Moreover, the instrument signature itself has to be perfectly accounted for in the data processing. Thus models of the sources of confusion are constructed and literally subtracted from the data so that the noise can be investigated for signals that might herald a new discovery about the solar system, galaxy, or universe. Interactive astrophysical modeling permits such investigations to progress at an unprecedented rate. This increase is necessary to comprehend efficiently and quickly the huge volume of data produced by modern space instruments.

This section presents material prepared by J. M. Hollis, Space Data and Computing Division, NASA/Goddard Space Flight Center.
Astronomers are becoming data bound as they acquire more data than they can analyze or process accurately enough to account for astronomical phenomena.

COBE has two "atmospheres" with which to contend—the interplanetary atmosphere and the galactic atmosphere. Both possess a basic symmetry with significant deviations. The brightness of interplanetary dust is a strong function of solar elongation angle and ecliptic latitude, and at short wavelengths it scatters polarized sunlight. The dust is approximately symmetric about the ecliptic plane and independent of longitude, but the nominal symmetry plane is distorted as it passes near the various planets. Streams (bands) in the dust are due to sources in asteroid family collisions, resonances with major planets spoil the rotational symmetry, and there are traces of the tails of comets. The interplanetary dust composition and size distribution may differ with the distance from the sun as well. Similarly, galactic infrared emissions clearly have the general distribution seen at other wavelengths, with a concentration in a plane, a greater concentration toward the center, and an irregular (cloud) distribution with variations on all angular scales from fine filaments to huge clouds and loops. The galactic dust temperature is, on the other hand, a very slowly varying function across the sky.

All of these phenomena can be modeled numerically. There are many observations at wavelengths to be explained simultaneously by a single model, so some complexity is required. On the other hand, there are fewer adjustable parameters than observations. Simulations have shown that it should be possible to model the interplanetary dust emissions and subtract them from the observations with an accuracy on the order of 1%. Similar accuracy for the interstellar sources is less likely because of the irregular cloud distributions.

There are also important concerns about the effects of possible errors in the instruments. The instruments have been designed to adequately avoid the known errors of other instruments of their type. Nevertheless, some additional phenomena may have to be modeled with a computer. As an example, the terrestrial and spacecraft magnetic fields affect the DMR slightly, charged particles add noise to the FISAS and DIRBE detectors, and the expected high solar activity may raise the earth's atmospheric density to a level where its emissions could be seen with the DIRBE. There is a small effect of the instrument side-lobe responses to the moon, earth, and sun, particularly on the DMR data, which is amenable to numerical modeling.

The limiting factor for the scientific value of the COBE observations will be our ability to model, explain, and subtract the local background sources and derive a residual of cosmic origin. Displaying these data and adjusting the parameters of models to fit them are key parts of the COBE mission. The COBE project has selected the astronomical image processing system (AIPS) as the basis for the final display and analysis. The procedures being developed will permit integrated modeling, display, and analysis on a single computer with high speed and user convenience, enhancing the accuracy and value of the final products, and enabling the results to be obtained more quickly. Fig. 24 simulates the kind of new displays and visualization techniques being developed to visualize the data acquired from the COBE project.

III. MULTIDISCIPLINARY SCIENTIFIC COMPUTING

The expectation of continued exponential growth of computing power and space data into the next century offers a grand challenge for earth and space scientific computing. We are already witness to the extension of classical discipline modeling (such as atmospheric circulation, ocean dynamics, and star formation) into the areas of detailed multidisciplinary simulation, such as ocean-atmosphere-biosphere interactions, radiation-chemistry dynamics of the upper atmosphere, and full-scale modeling of the solid and liquid parts of the planet through the mantle to the lithosphere. Similar modeling problems occur in simulating the formation of galaxies where not only self-gravitational interactions of stars need to be considered, but also the effects of molecular clouds of gas. The need to consider multidiscipline modeling occurs in solar and space physical phenomena as well. Interdisciplinary science involves challenges in coupling distinct disciplines—themselves still under development. Dealing with the relaxation of prescribed boundary conditions or developing new parameterizations of physical processes that have been very crudely considered will require a program of experimentation as extensive as that which yielded our present modeling capability. We now outline some of the future directions planned for the discipline modeling efforts described in the previous section.

Toward a Core–Mantle–Lithosphere Model: Nearly 70% of the earth's mass is the region between the crust and the core, known as the mantle. The formation and motions of the lithospheric plates (including the crust and the uppermost mantle) depend on the evolution and dynamics of the underlying mantle. These plates are the cold upper bound-
ary layers of mantle convection cells. Though composed of rocky silicates and oxides, the solid mantle is partially molten and convects like a fluid over geologic time scales. Mantle convection is driven both by the heat of radioactive decay within it and, in part, by the heat flux across the core–mantle boundary. Thus the forward problem of modeling the “solid” earth over geologic time scales involves the “climatology” of interacting viscoelastic-plastic-fluid systems. However, the fast time scales are associated with the liquid outer core (rather than the atmosphere), and the slow time scales are associated with the mantle (rather than the ocean), the lithosphere (rather than the icy cryosphere), and the inner core (rather than solar evolution).

One goal of “solid” earth modeling is to simulate the planet from the core through the mantle to the crust and to test the results of such simulations against observations. Developing the capability to attain this goal requires improvements in forward modeling, in the inversion of geophysical data, and in the geophysical data base. Individual forward model components for studies of plate deformations, midocean ridge and subduction zones, mantle convection, and the geodynamo must be developed, improved upon, and synthesized. Data inversion techniques enabling the estimation of parameters appearing in the forward models and properties predicted by such models also need development, improvement, and additional synthesis. The successful application of such techniques hinges on the acquisition of more, high-quality observations.

Undertaking a numerical simulation of the coupled core-mantle-lithosphere system seems timely in view of 1) the possibility of acquiring crucial observational data from space and ground, 2) the feasibility of inverting such data for present-day earth structure, and 3) the limited, albeit great, success forward modelers have had in simulating the behavior of these domains separately.

It is hoped that by the mid-1990s NASA will initiate a geophysical research mission to provide the uniformly excellent data needed to determine the earth’s gravitational field with very high accuracy and spatial resolution. GRM magnetic measurements would also update the 1980 Magsat determination of the main geomagnetic field, thus providing tight constraints on acceptable models of geomagnetic secular variation. Sustained monitoring of secular variation will hopefully be achieved by the geomagnetic observing system (GOS) on EOS. Together with an international program for augmenting the global network of seismometers and continued monitoring of the earth’s variable rotation, these diverse types of geophysical data can be jointly inverted for a unified model of the coupled core-mantle system [3], [6]. Correction, or simultaneous solution, for lithospheric effects is a prerequisite for such an inversion. High-accuracy determination of the earth’s surface topography from a variety of satellite altimeter measurements (TOPEX, Geosat, and EOS) will be useful for correcting the gravity field and thus for deriving a satisfactory present-day representation of the core-mantle-lithosphere system. The processing, analysis, and either independent or joint inversion of these diverse geophysical data types pose supercomputational problems as challenging and rewarding as those posed by a forward core-mantle-lithosphere model.

**Coupled Ocean–Atmosphere Dynamics:** The most prominent phenomenon involving the coupled dynamics of ocean and atmosphere is the El Niño southern oscillation (ENSO). There is growing evidence from modeling studies that ENSO is a natural, self-sustained oscillation of the coupled ocean–atmosphere system. This natural variability has been studied with linear and idealized models [54], [55], with simple nonlinear dynamic models [56], [57], and with coupled ocean and atmospheric GCMs. It is clear from these results that a detailed understanding of ocean–atmosphere interactions will be necessary to explain the phenomenon, and that much development of coupled models will have to take place before we can use them to predict ENSO.

A theory that can explain this internal variability and predict the multiyear time scale of the phenomenon has been developed based on the linear idealized coupled models described [55], [57]-[59].

In this theory, the time scale is related to the propagation times of equatorially trapped waves in the ocean. Simple models that include their role in the tropical coupled problem produce regular oscillations of the appropriate periods. However, when factors such as the seasonal cycle or the influences of random weather events are included, the regular oscillation is replaced by a more realistic variability, irregular in both period and amplitude, but whose time scale is still controlled by the “underlying” periodic solution. In addition to the obvious implications for the predictability of the phenomenon, this result also affects the analysis and interpretation of the observations. The immediate problem in ENSO theory is to test and examine the simple theory in the much more complex setting of realistic coupled GCMs.

Tropical coupling introduces a new time scale to the climate system that is not found in either ocean or atmosphere alone. No such fundamentally new modes have yet been identified in mid and high latitudes operating on interannual time scales. The mixed layer plays a central role in this area. While large-scale ocean–atmosphere interaction through these processes has not received much attention, they may also result in natural low-frequency variability, which is of interest to EOS.

**Ocean–Ice Interactions:** In the polar regions, a key problem is to develop an understanding of the interannual variability of sea ice, which is an integral component of the climate system in the polar regions [60]. Exchanges between ocean and atmosphere of heat, momentum, and trace gases are strongly influenced by the presence of sea ice, which serves as an effective insulator between the ocean and the atmosphere. In the vicinity of the ice edge, monthly mean heat fluxes between the atmosphere and open water can reach values of 500 W/m² in winter [23], primarily due to sensible heat flux. This can be reduced by one or even two orders of magnitude in the presence of a sea-ice cover [58]. Sea ice also lessens the absorption of solar radiation at the earth’s surface because of its very high albedo (50-90%) relative to that of open ocean (5-15%). Large-scale changes in the position of the ice edge and the compactness of the ice field can consequently have important influences on large-scale balances of heat, momentum, and radiation and on the spatial concentrations of various atmospheric trace gases.

Changes in the ice edge can also be important indicators of more subtle changes in the oceans and the atmosphere, because local changes will be reflected in the ice edge position. The ice edge is readily discerned in passive-microwave data. Observations from the Nimbus 5 and Nimbus 7 micro-
wave sensors have proven the capability of routinely monitoring global sea-ice distributions from space and have revealed important elements of seasonal and interannual variability in the sea-ice cover over the past two decades [59-61]. The microwave sensor on a Department of Defense satellite launched in June 1987 and future sensors planned for EOS should extend the continuous coverage with passive-microwave data sets.

Processes that determine the sea-ice distribution and compactness include the direct heat exchanges with the atmosphere, the combined stresses of wind and currents, and the supply of heat by the ocean through both horizontal currents and vertical mixing. All of these processes are intimately connected and influence each other. While at certain times, and in certain cases, one element may appear to "drive" the others, counterexamples can usually be found. Understanding the coupled dynamics of these phenomena taken together is of very high priority.

Ocean Biology and Chemistry: One of the major aims of the global ocean flux study (GOFS) is to determine the mean and fluctuating components of world ocean primary productivity and their relationship to physical processes. While GOFS is a pre-EOS program, the importance of understanding this relationship will remain for the EOS project as well. Biological activity plays a key role in reducing the partial pressure of CO₂ (pCO₂) at the surface, thereby influencing the flux of carbon from the ocean to the atmosphere and the global atmospheric CO₂ budget. On the time scales of interest for the EOS program, variations in physical processes—upwelling and advection within the ocean, radiation through the atmosphere—play key roles in regulating such biological activity.

On scales large enough to imply quasistatic balances, the biological activity can be viewed in terms of the carbon budget, with deposition of carbon from the mixed layer into the deeper ocean largely balanced by new nitrate-supported production [62]. Since the primary source of nutrient is in recycled organic material from the deeper ocean, variations in upwelling turbulent entrainment of nutrient-rich water into the mixed layer will result in alterations in the production and use of dissolved organic matter. In addition, understanding the maintenance of high-nutrient water just below the mixed layer and the important processes at work is an important problem that must be addressed. This involves coming to an understanding of both remineralization of the sinking flux of carbon and diffusion and transport of dissolved nutrients.

The aim of coupling ocean biology and chemistry will begin to develop better understandings of these processes and indicate how large-scale variations such as El Niño can be expected to alter the surface biomass concentrations.

Land–Atmosphere Interactions: The extent to which local land surface moisture conditions affect local climate cannot be answered fully and quantitatively through observations alone. In fact, different interpretations of available observations have led to conflicting statements in the literature. For example, some researchers infer that precipitation over land surfaces is largely derived from locally evaporated water [63], while others claim that most local precipitation water is derived from remote sources and therefore is not strongly influenced by local moisture conditions [64], [65]. It is extremely important to understand the link between land surface moisture and climate, since human-induced changes in land surface conditions such as deforestation, irrigation, swamp drainage, and rerouting of rivers are occurring over significant spatial scales [66].

The ability of land surface evaporation rates to affect the global atmospheric circulation was discussed in Yeh et al. [67]. An increased evaporation can modify the thermal state of the atmosphere by both cooling the atmosphere near the surface through a decrease in surface sensible heat flux and long-wave radiation, and heating the middle troposphere through an enhancement of precipitation. GCM studies have, in fact, found that land surface moisture conditions can affect at least local climates [67]-[71].

An important land–atmosphere interaction to be studied in future coupled model systems involves the growth of vegetation. As atmospheric CO₂ increases, vegetation could incorporate a significant portion of the excess into plant tissues. Also, as regional climates become inhospitable to indigenous vegetation, vegetation types could change, leading to a change in surface flux characteristics. Incorporating interactive vegetation into our models would not only allow us to respond more realistically to changes in global CO₂, it would also indicate where vegetation changes are likely to occur first, thereby suggesting where we should look first in real-world data sets (as collected, for example, by EOS) for evidence of global warming.

On-Board Image Modeling: Space-borne imaging sensors for remotely observing the earth will continue to evolve in capabilities and to add more massive volumes of valuable scientific data. Already, the planned capability of instruments for acquiring data on the EOS platform of the space station greatly outstrips our ability even to transmit all these data to our ground processing systems. In addition it is expected that scientists in the manned space-laboratory modules will want to conduct research campaigns on events of opportunity, requiring on-board image processors of extensive performance capabilities. As a result, studies are underway at NASA to explore new technologies required for greater on-board processing capabilities to capture greater amounts of potentially useful data.

Complementary metal-oxide silicon (CMOS), which has demonstrated a unique potential for remote-sensing applications, was based on the custom chip capabilities of the late 1970s and early 1980s. The MPP array used 88 boards, each containing 24 CMOS chips. On each chip were embedded 8000 transistors, allowing the design of eight complete processors that use circuits of 4.5-μm line width. Adjacent to each processor chip on the board were two memory chips of 4 kilobits each with appropriate pin connections to the processor chips, thus providing 1 kilobit of memory per processor. Parallel computers with arrays of 16 000 to 64 000 processors are now commercially available at prices only slightly greater than minicomputers of the VAX-11/780 class. Parallel processors with somewhat smaller arrays and deeper memories are also becoming available at costs comparable with SUN or micro-VAX workstations. Clearly, parallel processing is becoming a way to go in the pursuit of new image processing capabilities.

In this regard, NASA-supported research studies have already produced chips containing slightly more than 1 million transistors, allowing for 128 processors on a single chip, with each processor containing over 1 kilobit of on-chip memory. Memory chips are now available with 4 megabits allowing for an additional 16 to 64 kilobits of off-chip mem-
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ory for each processor. Thus, well before 1995, when the space station is expected to be operational, MPP-like work-
stations on a single board should be available with an order of magnitude more power than today’s MPPs. It is similarly expected that a fully space-qualified MPP-like workstation will also be available for research aboard the manned laboratory modules of the space station. In all probability, one could also expect to find at the large ground processing facilities parallel processors with arrays of more than 1 million processors and internal memories of more than 1 giga-byte.

Thus the immediate challenge facing the remote-sensing community is not in the hardware arena, but rather the development of greatly improved parallel image algorithms that will exploit these new computing architectures to maximize the extraction and use of the full scientific information content of image data.

Atmospheric-Stratospheric Models: As pointed out in Section II-D, application of the stratospheric general circulation and chemistry model to long-term assessment problems is impossible in today’s computer environment. However, three-dimensional models offer the greatest potential of understanding interannual and long-term natural fluctuations and their impact on trend studies. Currently a suitable role of three-dimensional models in assessment applications is being developed. The advent of larger and faster computers will allow the full use of three-dimensional models in this important undertaking. In the current computing environment three-dimensional models are just becoming available for data interpretation. Some applications are outlined below.

Space-based instruments have provided valuable information about the distribution of several important trace constituents in the stratosphere. For example, on NASA’s Nimbus 7 satellite, the Limb Infrared Monitor of the Stratosphere (LIMS) instrument provided daily maps of the concentrations of ozone (O₃), nitrogen dioxide (NO₂), water (H₂O), and nitric acid (HNO₃) for a 7-month period (November 1978 to May 1979). Several other satellite- and shuttle-based instruments have made measurements of trace constituent amounts in the stratosphere, but provided less than complete geographical coverage.

The space-based data are complemented by ground-, balloon-, and aircraft-based measurements. These measurements do not have the spatial and temporal coverage of the satellite data, but provide information on many more constituents. For instance, there are no global measurements of any chlorine-containing constituent in the stratosphere, and there will be none until the launch of NASA’s Upper Atmosphere Research Satellite (UARS), currently scheduled for 1991. Since chlorine-containing species are believed to play a crucial role in anthropogenic ozone depletion, this is a serious deficiency.

Knowledge of the spatial and temporal variability of trace constituent amounts is important to help us understand exactly how representative the individual measurements are. Furthermore, it is necessary to know both the natural variability of constituent fields and the effect of atmospheric motions on atmospheric chemical composition in order to confidently extract long-term trends in trace constituent amounts.

The three-dimensional chemistry model with winds from the assimilation of observations provides the best quantitative tool currently available to understand constituent variability. Three-dimensional model interpretation of LIMS data has been discussed, as has the theoretical investigation of the variability of unobserved constituents [32]-[34]. We anticipate that the model will be invaluable for interpreting UARS data. Furthermore, the model is being used as part of the Airborne Arctic Stratosphere Expedition (AASE, January/February 1989) to determine expected variability and the potential global effects of localized heterogeneous chemistry that might be important in ozone depletion.

Solar Flares: Hybrid models should be recoded for parallel (concurrent) processors and extended to three-dimensions to allow more realistic efforts of loops and to allow for more particles in the simulations. Second-order effects and the use of multiple time and spatial scales, including kinetic processes, need to be added. These models will greatly improve solar flare safety factors for manned space flight and will permit the understanding of basic solar processes at a fundamental scientific level.

Stars and Galaxies: Understanding the formation and the evolution of stars and galaxies involves major observational and theoretical efforts. Progress in our understanding of the star formation process and in stellar evolution is essential if we are to understand the life cycle of galaxies. The numerical investigations of galactic formation and evolution involve the complex dynamics of the gas and stars in the galaxies. The complex interplay of many processes requires the study of the nonlinear time development of systems in complex three-dimensional geometries. Numerical experiments, based on large-scale computations, are the closest thing we have to the laboratory experiments of other parts of physics.

The dynamic range required in numerical experiments translates to grid sizes of 1024 on a side and to memory requirements of more than a gigaword. These requirements are also being driven by the observational capabilities expected in the near future.

New software technology and algorithms employing recently developed multiple time-scale techniques will be essential to follow physics on these different scales. The time evolutionary calculations will demand interactive data display techniques to achieve qualitative and quantitative understanding of the results. New algorithms to adapt the physical representation to new architectures will be required.

The “great observatories” promise to revolutionize our view of the universe. Numerical and theoretical advances are vital so that we can intelligently interpret the new observational advances and make theoretical predictions to use the observational resources efficiently.

IV. Conclusions

The vantage point of doing science from space has greatly expanded the role and importance of computer simulation and modeling research in the space and earth sciences. The global views of the earth or the panoramic views of the universe that remote sensing provides generate massive data streams of scientific information on the existence, evolution, and dynamic behavior of complex interactive systems.

From the examples of simulation studies presented in Section II we have seen that current numerical models are proving essential for understanding the science, but equally
important is their use as tools for assimilating and validating data.

The most striking theme to emerge across the varied scientific discipline problems represented in Section III is the uniform desire by scientists to construct hybrid codes linking models with different spatial, temporal, and physical processes into one larger system. Geophysicists are attempting to model the entire solid earth from core to mantle, and atmospheric scientists are starting to model the global ocean–land–biological–chemical dynamic processes. Solar physicists are studying the coupling of the deep interior with processes on the surface of the sun. Stellar and cosmic scientists are expanding their studies of the evolution of stars and galaxies to include their interaction with surrounding clouds of gas. Space observations have been the major motivating force in driving these studies into these new directions. However, the research efforts would not have been possible without the accompanying increase in computational power. Future interdisciplinary research programs have some very unique requirements if they are to attain the same levels of success met by the discipline models.

Based on estimates derived from current computing systems for several of the individual models described, the projected requirements for the interdisciplinary modeling studies are shown in Fig. 25. The requirements for these scientific challenges call for computational speeds in excess of one teraflop and for memory requirements in excess of a teraword. It is clear that if computer systems are going to provide scientists with a thousandfold increase in speed and memory in the next decade, it will only come about through the development of parallel processing architectures.

Fortunately for these scientific problems, parallel architectures are ideally suited to them. Most components of these hybrid systems involve Navier–Stokes dynamics, which are themselves highly vectorizable or parallelizable. As for computing the different scientific components, they can probably be executed concurrently in different processors and then synchronized. While this mapping seems simple and natural, it will involve a serious rethinking and restructuring of systems that have been developed over decades for optimal performance on classical von Neumann architectures. Thus, a major computer science resource effort to optimize algorithms for these new computer systems will have to be planned as well. Significant progress on such problems will not occur without significant improvements in hardware and software systems, algorithms, and peripherals.

In addition, the challenge in the earth sciences is different in one major respect from that in space sciences in that while the space science data volumes are on the order of 1 Tbyte per year, the earth science data are expected to be on the order of 1 Tbyte per day. Thus, in addition to supercomputers, massive high-speed data storage and rapid input/output access capability, on the order of $10^{18}$ bytes, is equally critical.

Such computational requirements appear within technological reach in the next decade if a dedicated national commitment is made to encourage their development. Certainly, the prediction and understanding of processes such as the following offer grand scientific challenges, worth making such a commitment:

- Greenhouse effect
- Ozone hole
- El Niño
- Earthquakes and geomagnetism
- Interior thermal structure of the sun
- Solar–terrestrial effects

Fig. 25. Projected computing needs for space and earth science modeling and simulation.
The benefits will not only yield an improved fundamental understanding of earth and space sciences, but possibly the ability to better manage humankind’s activities and adverse influence on the environment.
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