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Abstract—The use of anatomical information to improve the quality of reconstructed images in positron emission tomography (PET) has been extensively studied. A common strategy has been to include spatial smoothing within boundaries defined from the anatomical data. We present an alternative method for the incorporation of anatomical information into PET image reconstruction, in which we use segmented magnetic resonance (MR) images to assign tissue composition to PET image pixels. We model the image as a sum of activities for each tissue type, weighted by the assigned tissue composition. The reconstruction is performed as a maximum a posteriori (MAP) estimation of the activities of each tissue type. Two prior functions, defined for tissue-type activities, are considered. The algorithm is tested in realistic simulations employing a full physical model of the PET scanner.
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I. INTRODUCTION

The expectation maximization (EM) algorithm for maximum likelihood (ML) image reconstruction in positron emission tomography (PET) [1] has been widely studied. While the EM algorithm is flexible in its ability to incorporate the physical and statistical model of projection measurements [2], the algorithm is slow to converge and suffers further from an increase in noise with increasing number of iterations (see, e.g., [3]). Bayesian reconstruction algorithms based on a variety of priors have been studied to extend and regularize the EM-ML method. Initially, priors were used to reduce noise in EM images [4]–[12], by imposing various forms of smoothness constraints. Subsequently, the use of external information to define priors has been explored [13]–[21]. For example, high-resolution MR images have been used to define anatomical priors, influencing the formation of boundaries across which the image activity may change abruptly [14]–[17], [19]. Such priors, used in combination with a smoothness constraint, model the image being reconstructed as a smooth field within areas delimited by boundaries.

We present an alternative method for using high-resolution MR images in the PET reconstruction process. As a specific example, we consider MR and PET images of the brain. Instead of defining boundaries between regions of different activity levels, we use segmented MR images [22] to assign the “tissue composition” of each pixel in the PET image volume. The activity of a given pixel is modeled as the sum of activities of individual tissue types, weighted by the fraction of each given tissue present in that pixel. The reconstruction algorithm estimates the activities of each tissue type at each image pixel, within a Bayesian framework, wherein we define prior densities for the tissue-type activities. The weighted sum of the individual tissue-type activities is the final reconstructed image. We test this algorithm in simulation studies where we consider a realistic ideal image of a human brain.

The paper is organized as follows: The tissue composition model, upon which our reconstruction method is based, is described in Section II. In Section III, we develop the reconstruction algorithm and the priors to be used. The procedure of the simulation study is described in Section IV, results are given in Section V, and we conclude with a discussion of our results in Section VI.

II. TISSUE COMPOSITION MODEL

We first discuss the considerations that motivate the method. In this paper, we consider PET images of the brain only; hence, the discussion makes explicit or implicit reference to these images, even though the considerations here are not restricted to brain images.

Pixel activities in a PET image are strongly dependent on the tissue composition of the pixels. Assume that the object being imaged can be divided into a set of tissue types, e.g., brain tissue can be divided into gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF). The tissue composition of each pixel in the image is then the fraction of the pixel that belongs to each tissue type. Tissue composition can show significant change on a scale comparable to typical pixel sizes. Hence, a realistic idealization of a PET image is that the pixel activities vary significantly across neighboring pixels, and that these activities can to some extent be determined by knowing the tissue composition, if one has good estimates of the activity levels corresponding to different tissue types. This picture
differs from the idealization where images are viewed as having smoothly varying activities within regions separated by sharp boundaries across which the activities change abruptly.

From this perspective, it is desirable to use anatomical images to determine the tissue composition of pixels rather than, e.g., the location of edges. Hence, the appropriate anatomical prior information for our purposes comes in the form of segmented MR images [22]. Segmentation of an MR image can either be done 1) deterministically, by assigning a tissue type to each MR pixel, or 2) by a fuzzy assignment, i.e., by assigning probabilities for each pixel to be composed of each tissue type (e.g., a given pixel belongs to GM with probability 0.5, WM with probability 0.4, etc.). In practice, when the MR image volume is registered with the PET image volume, more than one MR image pixel is mapped to a given PET pixel. Thus, the resulting “segmentation” in the PET image volume is a specification of the composition of each PET pixel, i.e., what fraction of a PET pixel is composed of GM, etc. The interpretation is clearer for deterministic segmentations than for fuzzy segmentations, though a fuzzy segmentation procedure may in fact be approximating the estimation of the composition of MR pixels rather than probabilities due to partial volume effects.

By registering segmented MR images with the PET image volume, we assign to each PET pixel a set of (smaller) MR pixels. By averaging the segmentation values (zero or one for deterministic segmentations, or real numbers between zero and one for fuzzy segmentations) of such PET pixels, we evaluate the composition (GM, WM, CSF, or other) of these MR pixels. By averaging the segmentation values (zero or one for deterministic segmentations, or real numbers between zero and one for fuzzy segmentations) of such PET pixels, we evaluate the composition (GM, WM, CSF, or other) of each PET pixel for deterministic segmentations, or real numbers between zero and one for fuzzy segmentations) of such PET pixels, we evaluate the composition (GM, WM, CSF, or other) of each PET pixel. The tissue composition in PET pixel $j$ is given in terms of fractions $p_{jn}$ of each tissue type $n$ ($n = 1$ for CSF, 2 for GM, 3 for WM and 4 for other) for each PET pixel. The tissue composition in PET pixel $j$ is given in terms of fractions $p_{jn}$ of each tissue type $n$ ($n = 1$ for CSF, 2 for GM, 3 for WM and 4 for other) with $\sum_{n=1}^{4} p_{jn} = 1$. The summation over tissue types $n$ in the rest of the paper has the range $n = 1$ to $n = 4$.

Next, we discuss how activity at a given PET pixel is modeled in terms of the tissue composition. This model determines the form of the algorithm to be developed below and is thus central to the reconstruction method presented in this paper. In addition to the radionuclide concentration variables $\lambda_j$ (at pixel $j$) which one considers in a reconstruction procedure, we introduce auxiliary variables $\lambda_{jn}$, where $n$ is the tissue-type index. The variables $\lambda_{jn}$ represent the activity level of tissue type $n$ at pixel $j$, i.e., if pixel $j$ is composed entirely of one tissue type $n$ ($p_{jn} = 1$), the activity at that pixel would be $\lambda_{jn}$. When pixel $j$ has the composition specified by fractions $p_{jn}$, we model the activity as a sum over activity levels $\lambda_{jn}$, weighted by the fractions $p_{jn}$ of each tissue type. Thus

$$\lambda_j = \sum_n p_{jn} \lambda_{jn}.$$  

(1)

In our study, we use the full physical projection model of the Scanditronix PC2048-15B scanner (details in [2]). The expected value of the projection ray $i$ is given by

$$\bar{Y}_i = E(Y_i) = \sum_j \frac{c_{ij}}{A_iN_i} \lambda_j + R_i + S_i.$$  

(2)

where $c_{ij}$ is the geometric probability that pixel $j$ contributes counts to ray $i$ (including detector resolution effects), $A_i$ is the attenuation correction factor, $N_i$ is the normalization (detector efficiency) correction factor, $R_i$ is the estimate of random counts, and $S_i$ is the estimate of scatter counts. Pixels were modeled with a “pyramidal” shape, so that activity at any point is determined by bilinear interpolation of the pixel values [2]. With the relation in (1) and $C_{ijn} \equiv c_{ij}p_{jn}/A_iN_i$, we can write the above expression as

$$\bar{Y}_i = \sum_{j} C_{ijn} \lambda_{jn} + R_i + S_i.$$  

(3)

Equation (3) expresses the expected projection counts $\bar{Y}_i$ in terms of tissue activity levels $\lambda_{jn}$ analogously to (2) above, which expresses $\bar{Y}_i$ in terms of the total activity levels $\lambda_j$.

In the following Section, we develop a reconstruction method for image activities $\lambda_j$, where we first obtain estimates of tissue-type activities $\lambda_{jn}$ iteratively, based on the relation in (3) above. The image activities $\lambda_j$ are then obtained using (1). We define prior probability densities for the tissue-type activities $\lambda_{jn}$ and derive an iterative formulation for the maximum a posteriori (MAP) estimates based on the EM algorithm.

III. THE ALGORITHM

The a posteriori probability for the tissue-type activities $\{\lambda_{jn}\}$ (represented below by $\lambda$), with measured counts $Y_i$ (represented below by $Y$) may be written, from Bayes’ theorem, as

$$P(\lambda|Y) \propto g(Y|\lambda)p(\lambda)$$  

(4)

where $g(Y|\lambda)$ is the Poisson likelihood function, $p(\lambda)$ is the prior probability density that we define below for the tissue-type activities, and we have omitted the prior density for the counts $Y_i$.

We consider priors having the form

$$p(\lambda) = \frac{1}{Z} \exp(-U(\lambda))$$  

(5)

where $Z$ is the normalization, and we choose “energy” $U(\lambda)$ to impose appropriate constraints on the reconstructed activities. We have considered two specific prior functions, which we describe after motivating their choice.

The tissue composition model of image activity described in Section II is likely to be most useful in cases where the activity levels for different tissue types are substantially different. This is indeed the case for brain blood flow/metabolism images where GM activities are about a factor of four higher than WM activities, with negligible activity in CSF. If the distribution of activities for any tissue type is narrow in comparison to the overall range of pixel activities, then, a suitable prior for tissue-type activities imposes the condition that at any pixel, the activity for, e.g., GM is “close” to the global mean GM activity. The first prior we consider imposes this “global constraint” (the “Gaussian prior”). In addition, one may reasonably expect that the variation of activity within each tissue type from pixel to pixel is correlated, i.e., GM
activity varies smoothly across pixels. This can be modeled as a Markov random field. Corresponding to both these two expectations, the second prior imposes both the global-mean constraint and the spatial smoothness constraint (“Smoothness-Gaussian prior”).

A. Gaussian Prior

We express the global-mean constraint via a Gaussian prior probability density $p_G(\lambda)$ which is maximum when the tissue-type activities $\lambda_{jn}$ for each tissue type $n$ are equal to the corresponding global-mean activities $\bar{\lambda}_n$

$$p_G(\lambda) \propto \exp\left(-U_G(\lambda)\right)$$

with

$$U_G(\lambda) = \sum_{jn} \frac{(\lambda_{jn} - \bar{\lambda}_n)^2}{2\sigma_n^2}.$$  

The standard deviation (SD) $\sigma_n$ controls the width of the Gaussian and, hence, the strength of the constraint imposed by the prior. We choose

$$\sigma_n = \frac{K{\bar{\lambda}_n}}{2(2 \ln 2)^{1/2} 100}.$$  

The above choice corresponds to choosing the full width at half maximum (FWHM) of the Gaussian to be $K\%$ of $\bar{\lambda}_n$. This choice permits the parameter $K$ to have a physiological interpretation, i.e., the percent variability of activity within GM, WM, etc. We feel that describing the deviation of the pixel activities in a given tissue type in terms of percent variability is natural, since the absolute radioactivity levels can vary significantly from subject to subject depending on radiotracer, injected dose, subject weight, etc. At this stage in the development and testing of the algorithm, we chose a single value of $K$ for all tissue types.

B. Smoothness-Gaussian Prior

In the second prior, we impose a smoothness constraint in addition to the global-mean constraint. The Smoothness-Gaussian probability density prior $p_{SG}(\lambda)$ in this case is

$$p_{SG}(\lambda) \propto \exp\left(-U_{SG}(\lambda) + U_S(\lambda)\right)$$

with

$$U_S(\lambda) = \left(\frac{1}{\gamma}\right) \sum_{jn} \sum_{k \in N_j} \frac{(\lambda_{jn} - \bar{\lambda}_n)^2}{2\sigma_{jn}^2}.$$  

where $\lambda_{kn}$ are tissue-type activities at pixel $k$ belonging to a neighborhood $N_j$ of pixel $j$, and $\gamma$ is the number of neighbors included in the sum. We choose $N_j$ to include the four pixels surrounding $j$ in the shape of a cross.

As before, $\sigma_{jn}^2$ determines the strength of the constraint, but instead of a global value for each tissue type, the SD is defined separately for each pixel based on the local activities. We parametrize $\sigma_{jn}^2$ in terms of $K_S$ analogously to $\sigma_n$ in terms of $K$, with

$$\sigma_{jn}^2 = \frac{K_S{\bar{\lambda}_n}}{2(2 \ln 2)^{1/2} 100}.$$  

where $\bar{\lambda}_n$ is the local mean activity of tissue type $n$ at pixel $j$ evaluated in terms of the neighboring pixel activities.

Note that the inclusion of these priors in the reconstruction does not involve any direct smoothing of the activities $\lambda_j$ since the priors apply to tissue-type activities $\lambda_{jn}$ individually. Thus, the resulting images maintain sharp contrast between regions of different tissue type. The parameters $K$ and $K_S$ are “control parameters” which determine the strength of the constraints applied and need to be chosen appropriately.

C. The Iterative Algorithm

We derive the iteration formula based on the EM algorithm (see e.g., [23]) to find the maximum $a posteriori$ estimates of $\{\lambda_{jn}\}$. Accordingly, we first define a complete data set $X_{ij}$ as the number of counts emitted from tissue type $n$ of pixel $j$ detected on projection $i$, such that

$$X_{ij} = \sum_{jn} X_{ijn} + R_i + S_i.$$  

Since the $X_{ijn}$ are Poisson distributed, the likelihood for this complete data set is given by

$$f(X|\lambda) = \prod_{ijn} \exp\left(-C_{ijn}\lambda_{jn}\right)\frac{(C_{ijn}\lambda_{jn})^{X_{ijn}}}{X_{ijn}!}.$$  

Given a trial set $\lambda(m)$ of activity values, the conditional expectation of $X_{ij}$ is

$$E(X_{ij}|Y, \lambda(m)) = \sum_{kl} C_{ikl}\lambda_{jm}^{(m)} + R_i + S_i.$$  

where $k$ indexes pixels contributing to ray $i$ and $l$ indexes tissue type. Thus, we have the conditional expectation of the log likelihood

$$E(\ln f(X|\lambda)|Y, \lambda(m))$$

$$= \sum_{ijn} -C_{ijn}\lambda_{jn}\lambda_{jm} + N_{ijn}^{(m)} \ln(C_{ijn}\lambda_{jm}) + R.$$  

where $R$ is independent of $\lambda$.

In the maximization step, we maximize the $a posteriori$ probability instead of the log likelihood, which is given, in the case of the Gaussian prior, by

$$E(\ln P(X|\lambda)|Y, \lambda(m)) = E(\ln f(X|\lambda)|Y, \lambda(m)) - U_G(\lambda).$$  

Analogous to the derivation in [4], we obtain the condition

$$\frac{\lambda_{jm}}{\sigma_n^2} - \lambda_{jn} \left(-\sum_i C_{ijn} + \frac{\bar{\lambda}_n}{\sigma_n^2}\right) - \sum_i N_{ijm}^{(m)} = 0.$$  

Choosing the positive root of the above quadratic equation results in the following iterative equation for $\lambda$ with the
Gaussian prior:

\[
\lambda^{(m+1)}_{jn} = \frac{1}{2} \left( -\sigma^2_n \sum_i c_{ijn} + \bar{\lambda}_{jn} \right) + \frac{1}{2} \sqrt{ \left( -\sigma^2_n \sum_i c_{ijn} + \bar{\lambda}_{jn} \right)^2 + 4\sigma^2_n \sum_i \mathcal{N}_{ijn}^{(m)} }.
\]

(18)

Note that as \( \sigma_n \to 0 \) the iterative estimate approaches \( \bar{\lambda}_{jn} \) [as seen in (18)] while as \( \sigma_n \to \infty \), it approaches the conventional EM iteration equation [as seen in (17)]. In the reconstructions discussed, both the expectation and maximization steps are performed simultaneously [i.e., using the same \( M \)-step values for \( \lambda_{ijn} \) on the right-hand side of (18)] for all pixels. Examination of (18) shows that the choice of the positive root guarantees positivity of the updated activities \( \lambda_n \), once the initial values are chosen to be positive.

The iterative equation for the Smoothness-Gaussian prior, obtained by the same procedure, is

\[
\lambda^{(m+1)}_{jn} = \frac{1}{2} \left( -S^2_{jn} \sum_i c_{ijn} + \bar{\lambda}_{jn} \right) + \frac{1}{2} \sqrt{ \left( -S^2_{jn} \sum_i c_{ijn} + \bar{\lambda}_{jn} \right)^2 + 4S^2_{jn} \sum_i \mathcal{N}_{ijn}^{(m)} }.
\]

(19)

where

\[
S^2_{jn} = \left( \frac{1}{\sigma^2_n} + \frac{1}{\sigma^2_{jn}} \right)^{-1}
\]

\[
\bar{\lambda}_{jn} = \left( \frac{\bar{\lambda}_{jn}}{\sigma^2_n} + \frac{\bar{\lambda}_{jn}}{\sigma^2_{jn}} \right) S^2_{jn}.
\]

(20)

Note that the difference between (18) and (19) lies in the replacement of \( \sigma^2_n \) in (18) by \( S^2_{jn} \) in (19), and of \( \bar{\lambda}_{jn} \) by \( \bar{\lambda}_{jn} \). \( S^2_{jn} \) and \( \bar{\lambda}_{jn} \) define the constraint strength and mean activity levels calculated by a weighted average of the values specified by the Gaussian and the smoothness constraints individually.

To fully define the priors, the mean activity of each tissue type \( \bar{\lambda}_{n} \) must be specified. To specify these values, at the beginning of the reconstruction, we calculated a least-squares estimate of these mean activities from (3) by assuming the activity in each tissue type is uniform, i.e., \( \lambda_{ijn} = \bar{\lambda}_{jn} \) for all pixels \( j \). Defining \( Y_i' = Y_i - R_i - S_i \) and \( C_{ijn}' = \sum_j c_{ijn} \), (3) may be rewritten in matrix form as

\[
Y' = C' \cdot \lambda
\]

(21)

where \( Y' \) is a column vector whose length equals the number of projection rays, \( C' \) is a rectangular matrix whose number of rows equals the number of projection rays and number of columns equals the number of tissue types, and \( \lambda \) is a column vector whose length equals the number of tissue types. A least squares estimate of \( \bar{\lambda} \) is then obtained in the form

\[
\bar{\lambda} = \left( C'^T C' \right)^{-1} \cdot C'^T Y'
\]

(22)

where \( C'^T \) is the transpose of \( C' \). In this way, no \textit{a priori} values are required for absolute tissue-type activities.

The reconstruction may then be carried out in one of two ways. First, \( \bar{\lambda}_{jn} \) (and, therefore, \( \sigma_{jn} \)) can be kept fixed at their initial values throughout the iteration process. Alternatively, and for most of the reconstructions presented here, we have evaluated the mean global activities, \( \bar{\lambda}_{jn} \), iteratively from the current estimates \( \lambda^{(m)} \) as

\[
\bar{\lambda}_{jn}^{(m)} = \sum_j p_{jn} \lambda_{jn}^{(m)} / \sum_j p_{jn}.
\]

(23)

Similarly, for the Smoothness-Gaussian prior

\[
\bar{\lambda}_{jn}^{(m)} = \frac{1}{N_j} \sum_{k \in CN_j} \lambda_{kn}^{(m)}
\]

(24)

where \( N_j \) defines a neighborhood of pixel \( j \). In this case, the mean tissue-type activities are initialized to the least-squares estimates. Note that because we update the values of \( \bar{\lambda}_{jn} \) and \( \bar{\lambda}_{jn} \), based on the previous iteration, our implementation is no longer a strictly Bayesian MAP estimation, so convergence may not be guaranteed. In Section VI, we present a comparison of the behavior of the two iterative approaches, i.e., fixed and iteratively updated Bayesian parameters \( \bar{\lambda}_{jn} \).

IV. SIMULATIONS

We have tested the algorithm in realistic simulations of the brain based on fluorodyoxyglucose-PET and MR data from a patient with Alzheimer’s disease. First we performed a fuzzy segmentation of the MR images using an algorithm based on a material-mixture model of the MR intensity distributions of each tissue [24]. The MR data were then registered to the PET data [25] and the segmentation results were resliced to be coplanar with the PET data. This procedure produced independent images of the probability that each pixel belonged to CSF [Fig. 1(a)], GM [Fig. 1(b)], and WM [Fig. 1(c)]. The pixel size of the (fuzzy) MR segmentations used was 1 mm.

Sixteen neighboring pixel values \((4 \times 4)\) in these segmentation images were then averaged to produce the \( p_{jn} \) values for the PET pixel size of 4 mm, i.e., the image size was 64 \times 64 pixels. If the PET pixel size is not a multiple of the MR pixel size, a weighted averaging of segmentation values would be performed. The PET pixel size was chosen to minimize computation time and to allow a direct comparison with our implementation of unconstrained EM-ML [2].

We then assigned mean activities to each tissue type in the ratio of activities GM:WM:CSF:Other = 4:1:.005:0 based on autoradiographic measurements of glucose metabolism [26]. Note that the simulated activities of individual tissue types were \textit{not} constant across the image. We first generated tissue-type activity values at each pixel as independent Gaussian random numbers distributed around the chosen mean values. The resulting random fields were then spatially smoothed by convolving with a Gaussian kernel with a FWHM of 10 mm. This resulted in a smoothed random field with a distribution of...
values with FWHM ~20% of their mean activities. The “true” image was then constructed according to (1) and is shown in Fig. 1(d). Histograms of the pixel values are shown in Fig. 2. The outer curves in this figure represent the distribution of simulated values for WM and GM tissue types. The central curve is the histogram of the total pixel activities. Note that the WM and GM histograms lie on either side of the histogram of total activity. This indicates that a majority of pixels have a mixed composition, i.e., there are very few mostly GM or WM pixels. This is due to the original fuzzy segmentation and to the relative sizes of the MR and PET pixels.

We obtained projections from the ideal image by applying the projection model described earlier using the patient data for the attenuation, random, and scatter terms in the model. Details of the physical model (sinogram size, resolution, etc.) are described in [2]. We generated two sets of projections: 1) without Poisson noise, to estimate the root mean squared (rms) bias, and 2) with Poisson noise, to estimate variability of the reconstructed images. Ten independent noisy projection datasets were generated, each with roughly a million counts.

Reconstructions (for 500 iterations) were performed with both the Gaussian and the Smoothness-Gaussian priors, for a range of values of the control parameters $K$ and $K_S$. In each case, we evaluated the bias (from noise-free projections) and noise (from noisy projections) of the reconstructed images.

The rms bias is calculated as

$$\text{rms bias} = \left[ \frac{1}{N_{\text{pixels}}} \sum_j (\lambda_{j}^{\text{true}} - \lambda_{j}^{\text{recon}})^2 \right]^{(1/2)} \frac{100\%}{\lambda_{\text{ave}}^{\text{true}}} \quad (25)$$

where $\lambda_{j}^{\text{true}}$ are the true activities, $\lambda_{j}^{\text{recon}}$ are the reconstructed values, $N_{\text{pixels}}$ is the number of pixels in the brain, and $\lambda_{\text{ave}}^{\text{true}}$ is the average true activity throughout the brain. We estimate the bias from reconstructions of noise-free projections, since this method frees the bias estimates from the influence of noise in the reconstruction. Note that bias calculated in this manner is an approximate estimate, since the reconstruction algorithm is nonlinear. An alternate procedure is to obtain bias estimates from the mean reconstructed image of a large sample of noisy projection datasets. In this method, however, the estimated bias is not free of contributions due to noise.

The noise in the reconstructed images is estimated from the SD of pixel values across replicates

$$\text{Noise} = \left[ \frac{1}{10N_{\text{pixels}}} \sum_{j,r} (\lambda_{j}^{r} - \lambda_{\text{ave}}^{\text{true}})^2 \right]^{(1/2)} \frac{100\%}{\lambda_{\text{ave}}^{\text{true}}} \quad (26)$$

where $r$ indexes the ten independent realizations and $\lambda_{\text{ave}}^{\text{true}}$ is the average pixel value across the replicates. Although ten replicates is insufficient to accurately estimate the noise for a single pixel, the noise estimate in (26) is based on the entire image, and is, thus, much more reliable.

For comparison, reconstructions using algorithms that directly estimate $\lambda_j$ without the tissue-type information were also performed. We obtained 1) the unconstrained EM-ML reconstruction, and 2) MAP estimations with a Gibbs smoothness constraint using the same form as the Gibbs term in the Smoothness-Gaussian prior (10), but applied to the total pixel activities $\lambda_j$. 
In all of these analyses, the assumptions of the simulation model were well matched to the form of the priors. We, therefore, also performed two error analyses: 1) including a localized region of high activity not identified in the anatomical information, and 2) introducing registration errors between the MR segmentation and the PET projection data. In the first case, we generated a true image (and the corresponding projection data) with a “hot spot” in a region of mostly GM of \( \sim 1 \text{-cm} \) diameter where the GM activity was 1) 25%, 2) 50%, and 3) 100% higher than the average GM activity. To assess the bias in this case, we calculated the “Contrast Recovery” defined as

\[
\text{Contrast Recovery} = \left( \frac{\bar{A}^{roc} - A^{true}}{A^{true} - A^{true}} \right) \times 100\% \quad (27)
\]

where \( \bar{A}^{roc} \) is the mean over reconstructed activities in the region-of-interest (ROI) defining the hot spot, \( A^{true} \) is the corresponding value in the true image with the hot spot, and \( A^{true} \) is the original image value without the hot spot. In the second case, we generated true images shifted horizontally by 1, 2, and 4 mm so that the segmentation information used by the algorithm \( (p_{jm}) \) was incorrect. Reconstructions were performed only for noise-free projections, since the objective here was to analyze the bias.

V. RESULTS

Fig. 3 shows reconstructed images for the Gaussian [Fig. 3(c)] and Smoothness-Gaussian priors [Fig. 3(d)], along with the EM [Fig. 3(a)] and EM with Gibbs prior [Fig. 3(b)] cases. The images shown are reconstructions for a single noisy projection realization. Visual assessment [comparing to the ideal image in Fig. 1(d)] suggests that the reconstructions using these priors display lower noise compared to conventional EM, and better resolution compared to EM with Gibbs prior. Note, of course, that neither the unconstrained EM-ML nor the EM with Gibbs prior incorporate the additional MR information. In addition, the quadratic form of the Gibbs prior used here does not have edge-preserving properties.

As expected, the reconstructed images are dependent on the value chosen for the constraint parameters. Fig. 4 shows this dependence for the Gaussian prior, for three different values of \( K \) [1 (top row), 5 (middle row), and 20 (bottom row)]. Fig. 4(a)–(c) shows typical reconstructed images, which appear noisier as \( K \) increases. This is confirmed in the SD images Fig. 4(g)–(i), which show that image noise increases rapidly with \( K \). However, the bias in the reconstruction decreases as \( K \) is increased, as can be seen by the bias images [Fig. 4(d)–(f)] (reconstructed image minus true image for reconstructions of noise-free projections). For \( K = 1 \) (top row), the bias values in the image are large and show considerable structure, indicating that the prior is causing the tissue-type activity estimates to be “drawn to the mean.” Thus, for pixels with high absolute activities, the bias is negative, and vice versa. As the strength of the prior is weakened (higher \( K \) values, middle and lower rows in Fig. 4), this effect is diminished. Thus, reconstructions at different values of \( K \) display a systematic tradeoff between noise and bias in the reconstructed images.

The influence of the constraint parameter \( K \) in forcing activity values to a narrower distribution is shown quantitatively in Fig. 5, where we plot binned error values (reconstructed activities minus true activities) against true activities from noise-free reconstructions. These data are generated by binning pixels according to their known true activities, considering only pixels which are predominantly GM \( (p_{GM} > 0.5) \). For \( K = 1 \), pixels with lower true activity have reconstructed activities which are in excess of the true values, and for high true activity, the case is the reverse. This bias diminishes as \( K \) increases.

Fig. 6 shows the full relationship of rms noise and bias values for all the algorithms. First, conventional EM (solid square) shows high noise as well as a large rms bias. The latter appears to be largely due to incomplete convergence. Examination of the rms bias values as a function of iterations (data not shown) shows that the EM bias is still changing, even at 1000 iterations, while the bias values for the Gaussian priors show only small changes after tens of iterations. This is not the case for ROI values, which show more rapid convergence than individual pixel values [2]. When a Gibbs smoothing prior is added to the conventional EM algorithm (open squares), as expected, noise decreases and bias increases.
The introduction of the priors demonstrates substantial improvement in these images by moving the noise-bias curve toward the origin. The Gaussian prior (filled circles) shows an increase of noise and decrease of bias as $K$ increases. When the smoothness prior is added with a range of $K_S$ values for Gaussian constraint $K = 5$ (open circles) and $K = 20$ (open triangles), the noise-bias relationship is further improved. Note that the Smoothness-Gaussian cases asymptotically approach the bias and noise values of the corresponding Gaussian case as the smoothness constraint is relaxed ($K_S$ increases).

It can be seen in Fig. 4 (compare SD images with reconstructed images) that the level of noise in pixels is roughly proportional to the activity. To see this more clearly, we show in Fig. 7 the dependence of noise on the pixel activities. The noise shown is normalized in each reconstruction to the global level of noise for the full image. For the EM case and for
Fig. 5. Difference of reconstructed and true activities plotted against true activities for predominantly GM pixels ($p_{GM} > 0.5$) for Gaussian prior with $K = 1, 5, \text{ and } 20$.

Fig. 6. RMS bias (25) versus noise (26) expressed as percentages of true mean activity, for the EM (filled square), EM with Gibbs (open squares), Gaussian prior (filled circles), and Smoothness-Gaussian prior (open circles and open triangles) reconstructions. The values of the control parameter $K$ for the Gaussian prior are indicated next to the data points. For the Smoothness-Gaussian cases, the $K_S$ values range from 1–40 with smaller $K_S$ values showing smallest noise and largest bias.

Fig. 7. Noise (normalized to a mean of 100%) versus Activity for reconstructions with the Gaussian prior and the EM reconstruction. The shape of the curves changes as the control parameter $K$ is varied. The $K = 20$ case has very similar characteristics to the conventional EM data.

It is relevant to inquire, given the features of the reconstruction algorithm here, whether any significant dependence exists between noise in the reconstruction and the composition of a given pixel. In other words, will estimates from pixels that are predominantly a single tissue type have the same characteristics as those from heterogeneous pixels? A standard way to characterize the heterogeneity is to calculate for each pixel the Shannon entropy, $S_j = -\sum_{m} p_{jm} \ln(p_{jm})$. First, we removed the influence of pixel activity on noise (Fig. 7) with a polynomial fit. Then we tested whether there was any correlation between the residuals from that fit and the entropy values, but no detectable correlation was found (data not shown). Therefore, there was no evidence that “heterogeneous” pixels have higher noise than homogeneous pixels, although in this simulation the number of homogeneous pixels was small (Fig. 2).

While the initial performance results of these algorithms are promising, we recognize that the assumptions of the simulation are well matched to the form of the priors. Care should be taken in interpreting these results, since they are most likely better than what may be expected in practice. To assess their performance in more “real-world” situations, we considered two situations where deviations from the model could easily occur. The first is the presence of a local region with abnormally high activity. For true images containing a hot spot with 1) 25%, 2) 50%, and 3) 100% increase in GM activity, Fig. 8 shows the contrast recovery as a function of $K$ for reconstructions with the Gaussian prior. For low values of $K$, there is a substantial underestimate of the true contrast due to the “flattening” influence of the prior. However, contrast recovery clearly improves with $K$, reaching $\approx 90\%$ for $K = 10$ for all levels of abnormal activity. Note that these values are comparable to the results for conventional EM which showed contrast recovery of 86%, 92%, and 94% for the 25%, 50%, and 100% hot spots, respectively. The contrast recovery for large $K$ values is actually better for the 100% hot spot compared to the 25% case. However, since contrast recovery is calculated as a percentage of true contrast, the
Fig. 8. Contrast recovery (27) as a function of constraint parameter $K$ for the Gaussian prior, for three different levels of local hot spot activity not included in the prior information. Data shown are from reconstructions of noise-free projections.

The absolute magnitude of the bias for the 100% case is in fact the largest.

The second error analysis that we performed concerned the effect of registration errors. This situation was studied by shifting (to the right) the segmentation profile used in the reconstruction relative to the segmentation used in creating the true image. Fig. 9 shows the bias images in the case of a registration error of 2 mm for a range of values of $K$ in reconstructions with the Gaussian prior. The error in the reconstruction is substantial, increasing approximately linearly with registration error and diminishing with increasing $K$. The rms bias values for $K = 1$ are 10.3%, 18.2%, and 33.5% for shifts of 1, 2, and 4 mm, respectively. For $K = 40$, these biases reduce to 5.4%, 11.8%, and 22.5%. Such sensitivity to registration errors has also been observed in another MR-based reconstruction method that uses a similar Gaussian prior [27]. An interesting feature to be noted is the asymmetry in these bias images for higher values of $K$. On the left edge of the image (where the true image contained significant activity from GM, while the segmentation used in the reconstruction specified that there is no GM in these pixels) the bias persists even as $K$ is increased. On the right edge (where the segmentation used in the reconstruction assumed the presence of GM, while in the true image, these pixels lie in CSF or outside the brain) the error diminishes as $K$ increases. This occurs because the reconstruction allows some variability within each tissue type which we have expressed as a percentage ($K\%$) of the mean activity in each tissue. Therefore, on the right edge, it can accommodate the low activity levels in pixels misassigned to GM. However, on the left edge, the model will not permit such a high activity level in pixels misassigned to be CSF.

VI. DISCUSSION

We have presented a Bayesian reconstruction algorithm for PET which utilizes segmented MR anatomical data to define

Fig. 9. Difference images between true and reconstructed images in the case of a horizontal registration error of 2 mm. The reconstructions are performed with the Gaussian prior, with noise-free projections. (a) $K = 1$, (b) $K = 5$, (c) $K = 20$. The display scale is $-50\%$ to $+50\%$ of true mean activity.
a prior density for the image activities. The Gaussian prior imposes a constraint on the overall variability of activity levels for individual tissue types. The Smoothness-Gaussian prior adds assumptions about the smoothness of the activity values within each tissue type. The reconstructed images display reduced bias and noise compared to the EM reconstruction or the MAP estimation with a smoothness prior. For the priors we consider, a systematic tradeoff between noise and bias is observed as a function of the control parameter values. Violations of the assumptions of the prior, for example due to misregistration between the MR and PET data, can introduce large biases, particularly for the values of the control parameters that produce the greatest noise reduction.

As noted in Section III, we iteratively update values of the global and local mean activities \( \lambda_{n \in n} \) and \( \lambda_{in} \). Hence, reconstructed images discussed in Section V are not rigorous MAP estimates because the Bayesian parameters were not defined a priori. One motivation for this approach was to reduce the bias in the initial estimates of the global-mean activities \( \lambda_{n} \). In the simulations performed here, the initial estimates of mean GM and WM activity deviated from the true mean activities by +4.7% ± 0.5% and −10.0% ± 1.8%, respectively. However, in reconstructions with the Gaussian prior (\( K = 5 \)) where these mean values were updated iteratively, at 500 iterations, the bias in mean GM and WM activities was reduced to +2.0% ± 0.6% and −4.9% ± 2.6%, respectively. The same bias reduction was found for the Smoothness-Gaussian prior (\( K = 5, K_S = 5 \)). This suggests that it is useful to iteratively update the global-mean activities. To determine the effect of increased bias in \( \lambda_{n} \) on the final image values, we performed reconstructions with the Gaussian prior, wherein we kept the global-mean activities \( \lambda_{n} \) fixed at their initial values. We found 5–10% increases in rms bias and 0.2–2% increases in noise with the fixed-parameter algorithm. For example, for \( K = 5 \), the bias for fixed \( \lambda_{n} \) was 2.34% compared to 2.23% for the algorithm with iteratively updated values of \( \lambda_{n} \). For \( K = 20 \), the bias for the fixed-parameter algorithm was 1.23% compared to 1.14%. These observations suggest that there may be a small advantage to iteratively updating the global tissue-type activities, particularly if there are larger errors in the initial estimates of \( \lambda_{n} \) than those obtained here. However, with good initial estimates of global activity levels, the algorithm’s performance does not crucially depend on iterative updating of the prior parameters.

A new feature in our work is the introduction and estimation of tissue-type activities \( \lambda_{jn} \) in a reconstruction algorithm. In so doing, the number of unknowns has increased by a factor equal to the number of tissue types. For example, in our simulations with four tissue types, the number of variables \( \lambda_{jn} \) to be estimated exceeds the number of projection values \( Y_i \) by 33%. Given that unconstrained EM estimation of the \( \lambda_{jn} \) values alone is already a slowly converging procedure, it is clearly not feasible to estimate the \( \lambda_{jn} \) values in such a manner. However, the inclusion of priors in the reconstruction method adds the regularization necessary to make it possible to estimate them. This additional information provided by the decomposition of the pixel-wise activities \( \lambda_j \) into contributions from individual tissue types \( \lambda_{jn} \) is potentially useful, but further study is needed to validate this idea. In the results described, we have focused on the estimates of total activity rather than tissue-type activity levels to allow comparison with existing algorithms.

The appropriate number of tissue types to use in a given reconstruction problem will vary with the organ of interest and the radioisotope distribution. Here, we defined tissue type based on MR images and, therefore, the number of tissue types depends upon the segmentation algorithm. In the simulations performed here, this number is four (CSF, GM, WM, and other).

One of the goals of model-based iterative reconstruction is to provide radioactivity measurements that are free of the partial-volume effect [28] in order to permit accurate quantification in small structures. With the incorporation of an accurate projection model (including resolution effects), this can theoretically be achieved. Conventional EM-ML can produce unbiased estimates [2], but given the limited counting statistics of PET data, it suffers from a large increase in noise, as well as slow convergence at the pixel level. Multimodality Bayesian approaches, such as the algorithms presented here, have the potential to produce PET reconstructions without partial volume effects at reasonable noise levels. These techniques for ideal quantification could be very important for problems such as atrophy correction. Note that there are also post-reconstruction methods for removing the partial volume effect (e.g., [29]) which depend on accurate anatomical information. We expect that incorporating the anatomical information directly into the reconstruction would produce somewhat better results (smaller bias and/or lower noise), although this remains to be demonstrated.

To achieve the goal of very high-resolution functional images with moderate noise levels, we need accurate anatomical information. Here, we showed that misregistration of the anatomical and functional information can introduce serious errors. However, the accuracy of registration techniques is generally quite good (registration errors less than 2 mm) [30] and, hence, this requirement is not expected to pose a significant practical problem. The effects of misregistration might be reduced by the inclusion of uncertainty in the registration in determining the tissue composition, \( p_{jn} \), and the strength of the constraint applied via the prior. Alternatively, registration could be incorporated directly into the reconstruction process, in which case, a desirable procedure is to reconstruct all slices simultaneously. Simultaneous reconstruction of all slices is also likely to improve the estimation of the global activity \( \lambda_{n} \).

The effects of missegmentation must also be considered. In the error analysis data presented here, there was a moderate bias in the presence of localized regions with substantially different activity than predicted from the segmentation. The contrast recovery is seen to be roughly independent of the level of excess activity in the case of the Gaussian prior. This can be understood qualitatively from the fact that although the constraint strength in the model prior is an indication of the degree of variability in tissue-type activity, as seen from (18), the constraint parameter, in effect, determines the balance between the influence of the measured projections, and that of the global-mean value on the iterative update of \( \lambda_{jn} \).
In cases where missegmentation is of concern, our data on contrast recovery suggest that an appropriate choice of prior might be a Smoothness-Gaussian prior with a permissive global constraint (large $K$). In this way, contrast recovery in the missegmented region may be maintained while keeping the noise reduction advantages of the smoothness prior. Note, however, that the smoothing within tissue type produced by this prior will cause some loss of contrast if the ROI has been assigned to an inappropriate tissue type. It is also possible that a nonquadratic form for the global-mean constraint would produce less bias in cases of abnormal local activity.

In this study, we did not supply a proof of algorithm convergence or perform an evaluation of convergence or optimal iteration stopping criteria, but simply restricted ourselves to images obtained at 500 iterations. Since convergence rates can differ between the algorithms, and since we estimated bias and noise characteristics at the resolution of individual pixels (albeit averaged over the image), we can expect that the results may change somewhat, if other convergence criteria were used. Also, we have not searched for the optimum pixel size for the present algorithm. For unconstrained EM-ML, performance for ROI quantification does not improve with smaller pixel sizes [2].

It is possible that for the present algorithm, performance will improve for smaller pixels, although sensitivity to registration error may increase, convergence may be slower, and computation time will increase. Nevertheless, our principal interest was in the feasibility of utilizing anatomical prior data in this manner by the definition of new a posteriori likelihood functions, and not in the convergence of the particular iteration scheme used here. If these likelihood functions do in fact produce images with useful characteristics, then a rapidly converging algorithm should be developed.

A feature in our method, in common with other reconstruction methods using prior functions, is the presence of tunable parameters (constraint strength parameters $K$ and $K_5$) defining the priors. Such hyperparameters need to be chosen properly in order to obtain satisfactory image characteristics [31]–[33]. In the context of the tissue composition model, the meaning of the hyperparameter $K$ is related to identifiable physiological details, i.e., the percent variability of radioactivity levels within each tissue type. The appropriate choice of $K$ depends on the particular imaging task. For example, if absolute quantification (i.e., bias reduction) is important, then Fig. 6 suggests that a value of $K$ between 5 and 10 for the Gaussian prior might be an appropriate choice. Note, however, that the “true” image was constructed to have a variability of $\sim 20\%$ of the mean activity level for each tissue type. Thus the quantitative relation between the optimum value of the hyperparameter $K$ and the inherent variability is not trivial; it may be expected, for example, that the best choice depends also on the number of counts present in the projection data.
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